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Abstract

Digital media technology has transformed multiple industries, including its integration with
digital twin (DT) technology. A digital twin is a virtual representation of a physical object, system,
or process that enables real-time simulation, optimization, and decision-making. This study
explores how digital media technology influences digital twins and examines the moderating role
of personalized advertising in this relationship. Using a qualitative research approach, this study
employs semi-structured interviews with industry professionals and a case study analysis of
companies utilizing digital twins. The theoretical framework is based on the Technology
Acceptance Model (TAM) and Media Richness Theory (MRT). Findings suggest that digital
media technology enhances digital twins by improving interactivity, real-time data transmission,
and user engagement. Personalized advertising strengthens this relationship by increasing
consumer engagement, brand loyalty, and real-time customization in digital twin environments.
This study contributes to both theoretical and practical implications by bridging digital media
technology, digital twins, and marketing personalization strategies.

Keywords: Digital Media Technology; Digital Twins; Personalized Advertising; Technology
Acceptance Model; Media Richness Theory

1. Introduction

The rapid evolution of digital media technology has transformed various industries, enabling
more immersive, data-driven, and interactive experiences. One of the emerging applications of
digital media technology is its integration with digital twins (DTs)—virtual representations of
physical objects, systems, or processes that allow real-time monitoring, analysis, and optimization
(Tao et al., 2018). Digital twins have been widely adopted in manufacturing, healthcare, urban
planning, and smart cities, enhancing efficiency and decision-making. Moreover, With the

increasing demand for personalized advertising, digital twins are becoming a valuable tool for
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businesses aiming to enhance consumer engagement. Personalized advertising, driven by artificial
intelligence (AI) and big data analytics, allows brands to create tailored marketing messages
based on real-time consumer behavior and preferences (Kapoor et al., 2021). However, the role of
personalized advertising in the digital twin ecosystem remains underexplored.

Digital media technology has experienced rapid advancements, fundamentally transforming
various industries by enabling interactive, real-time, and immersive experiences. One of the
emerging applications of digital media technology is its integration with digital twin (DT)
technology, a concept that allows for the creation of virtual replicas of physical objects, systems,
or processes. Digital twins facilitate real-time monitoring, predictive analytics, and operational
optimization, making them valuable in industries such as manufacturing, healthcare, urban
planning, and smart cities. With the increasing convergence of artificial intelligence (Al), big data
analytics, and the Internet of Things (IoT), digital twins are becoming more sophisticated,
allowing for enhanced decision-making and process efficiency (Tao et al., 2019).

At the same time, personalized advertising has emerged as a critical factor in digital marketing,
leveraging Al and big data to deliver tailored marketing messages to consumers based on their
behavior and preferences. This approach has been widely adopted in e-commerce, social media
platforms, and digital marketplaces, significantly improving customer engagement and conversion
rates (Lamberton & Stephen, 2016). However, despite the increasing adoption of personalized
advertising and digital twins, the intersection between these two fields remains underexplored.
Understanding how personalized advertising moderates the impact of digital media technology on
digital twins could provide valuable insights for both academia and industry.

This study, therefore, seeks to bridge this gap by examining the relationship between digital
media technology and digital twins, with a specific focus on the moderating role of personalized
advertising. By employing a qualitative research methodology, this study aims to provide a
comprehensive understanding of how digital media technology enhances digital twin adoption
and how personalized advertising influences this process. The findings of this research will
contribute to theoretical advancements in digital technology adoption models and marketing
strategies, while also offering practical insights for businesses leveraging digital twins for
consumer engagement.

In light of the increasing adoption of digital twins across various industries and the growing
influence of personalized advertising in digital marketing, this study aims to address the following

key research questions:

RQ1. How does digital media technology contribute to the adoption and effectiveness of digital
twins?

RQ2. To what extent does personalize advertising influence user engagement and interaction
with digital twins?

RQ3. How does personalized advertising moderate the relationship between digital media
technology and digital twin effectiveness?
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By addressing these questions, this study aims to uncover the mechanisms through which
digital media technology enhances digital twins and explore the potential impact of personalized
advertising in this technological ecosystem. While prior research has largely examined digital
media technology and digital twins as separate domains, this study takes an integrated approach to
investigate their interdependence.

The first research question focuses on understanding how digital media technology enhances
digital twin capabilities, particularly in terms of real-time interactivity, data visualization, and
user experience. The second question seeks to explore the role of personalized advertising in
shaping user perceptions and interactions within digital twin environments, a dimension that has
been largely overlooked in existing literature. The final research question aims to establish
whether personalized advertising acts as a catalyst in strengthening the link between digital media
technology and digital twins, thereby providing new insights into technology adoption and
consumer engagement models. Moreover, To answer these questions, this study adopts a
qualitative research approach, utilizing semi-structured interviews and case studies from
organizations implementing digital twin technology in marketing and consumer engagement. This
methodological approach allows for a nuanced exploration of the underlying mechanisms and

contextual factors that shape these interactions.

Furthermore, this study is significant for several reasons. First, it extends the existing body of
knowledge on digital twins by integrating insights from digital media technology and marketing
personalization. While previous research has focused on the application of digital twins in
manufacturing, healthcare, and smart cities, the role of consumer engagement and digital
advertising within digital twin environments remains largely unexplored. By addressing this gap,
this study provides a novel perspective on how businesses can leverage digital twins for
personalized marketing and user engagement. Second, this study contributes to the Technology
Acceptance Model (TAM) and Media Richness Theory (MRT) by demonstrating how digital
media technology influences user acceptance of digital twins. While TAM explains how
perceived usefulness and ease of use drive technology adoption (Davis, 1989), MRT suggests that
richer media enhance communication effectiveness (Daft & Lengel, 1986). This research
integrates these theories to examine how digital media technology enhances the effectiveness of
digital twins and how personalized advertising affects this relationship. Third, from a practical
standpoint, this study has significant implications for businesses and marketers seeking to
optimize customer engagement using digital twin technology. By understanding the moderating
role of personalized advertising, companies can develop more effective marketing strategies that
leverage real-time data and interactive media. The findings can guide advertisers, technology
developers, and business strategists in designing more immersive and data-driven marketing

campaigns within digital twin ecosystems.

This study makes several key contributions to both theoretical and practical domains. From a
theoretical perspective, it extends existing literature on digital twins, digital media technology,
and marketing personalization by providing an integrated framework that explains how these
elements interact. While previous studies have focused on digital twins as isolated technological

innovations, this research introduces a consumer engagement perspective, highlighting the
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importance of personalized advertising in shaping digital twin adoption. Additionally, this study
contributes to technology adoption theories by incorporating the moderating effect of
personalized advertising within the Technology Acceptance Model (TAM) and Media Richness
Theory (MRT). By demonstrating how richer digital media experiences enhance user engagement
with digital twins, this research extends MRT’s applicability to digital advertising and virtual
environments. Furthermore, by investigating consumer responses to personalized advertising
within digital twins, this study offers new insights into marketing and user behavior in
technology-driven environments. From a practical perspective, this research provides valuable
strategic guidance for companies, marketers, and technology developers. Businesses seeking to
integrate digital twins into their marketing and operational strategies can leverage these findings
to enhance customer engagement, improve brand experiences, and optimize advertising strategies.
The results of this study can inform Al-driven marketing strategies, interactive advertising

techniques, and real-time consumer analytics within digital twin environments.

This paper follows a structured format: introduction, literature review, hypothesis development,

methodology, results, discussion, and conclusion, integrating theory and practice throughout.

2. Literature and Related work
2.1. Digital Media Technology

Digital media technology has significantly transformed industries by integrating advanced tools
such as augmented reality (AR), virtual reality (VR), interactive media, and real-time analytics.
These technologies enhance consumer engagement, optimize business operations, and drive
innovation across various sectors (Flavian et al., 2019). The adoption of AR and VR has enabled
immersive experiences that blur the boundaries between physical and digital environments,
allowing businesses to provide consumers with more engaging and interactive brand experiences.
Companies leverage these technologies to create virtual showrooms, enhance remote
collaboration, and facilitate digital storytelling, ultimately strengthening their connection with

consumers.

Furthermore, interactive media, such as dynamic content and gamification, fosters deeper user
engagement by enabling personalized experiences. These platforms allow businesses to tailor
digital content to individual preferences, thereby increasing user satisfaction and retention. For
example, brands have incorporated interactive advertisements that adapt in real-time based on
consumer behavior, making marketing campaigns more relevant and impactful. Additionally,
real-time analytics play a critical role in digital media technology by providing businesses with
actionable insights into consumer interactions, preferences, and engagement patterns. These data-
driven insights empower companies to optimize marketing strategies, improve user experiences,
and enhance operational efficiency.

The evolution of digital media technology has paved the way for more personalized and
adaptive digital interactions. However, while these innovations have significantly influenced
marketing and consumer engagement, their integration with digital twin technology remains

underexplored. Understanding how digital media tools interact with digital twins could unlock
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new opportunities for businesses to create highly personalized and immersive consumer
experiences. This study seeks to examine the intricate relationship between digital media
technology and digital twins, particularly in the context of personalized advertising as a
moderating factor, to bridge the existing research gap.

2.2. Digital Twins

The concept of digital twins has evolved from static digital representations to sophisticated,
real-time interactive systems that mirror physical objects, environments, and processes. A digital
twin is a virtual counterpart of a physical entity that continuously updates itself using real-time
data, enabling predictive analytics, process optimization, and enhanced decision-making (Tao et
al., 2019). This technology has been widely adopted in various industries, including
manufacturing, healthcare, and smart cities, where it facilitates real-time monitoring, simulation,

and proactive maintenance.

In the manufacturing sector, digital twins enable companies to create virtual prototypes of
products, allowing engineers to test different scenarios and optimize designs before production.
This capability reduces costs, minimizes errors, and accelerates time-to-market. Similarly, in
healthcare, digital twins assist in personalized medicine and patient monitoring, where virtual
models of organs or entire physiological systems enable doctors to simulate treatments and
predict potential health outcomes. Smart cities also benefit from digital twin technology by using
real-time urban data to enhance traffic management, energy efficiency, and infrastructure

maintenance.

Despite its growing adoption, the interaction between digital twins and consumer engagement
remains relatively unexplored. Digital twins have the potential to revolutionize customer
experiences by enabling hyper-personalized and immersive digital interactions, but research on
how businesses can leverage this technology in consumer-facing applications is limited. The
integration of digital twins with personalized advertising presents an opportunity to develop real-
time, adaptive marketing strategies that respond dynamically to user preferences. This study aims
to bridge this research gap by examining how digital twins interact with digital media technology
and how personalized advertising serves as a moderating factor in shaping user engagement and
brand perception.

2.3. Personalized Advertising

Personalized advertising has emerged as a key strategy for brands seeking to deliver targeted
and relevant marketing messages to consumers. By leveraging artificial intelligence (Al) and big
data, personalized advertising analyzes user behavior, preferences, and real-time interactions to
tailor content that aligns with individual interests (Lamberton & Stephen, 2016). This approach
enhances marketing effectiveness by increasing consumer engagement, improving conversion

rates, and fostering brand loyalty.

A core advantage of personalized advertising is its ability to create dynamic and context-aware
marketing campaigns. Traditional advertising methods often rely on broad audience segmentation,
whereas Al-driven personalization enables real-time customization of advertisements based on

user activity. For example, e-commerce platforms use browsing history, purchase patterns, and
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demographic data to recommend products uniquely suited to each consumer. Similarly,
programmatic advertising automates ad placements, ensuring that users are exposed to the most

relevant content at optimal moments, thereby maximizing engagement.

The intersection between personalized advertising and digital twins represents an emerging
field that remains underexplored. While digital twins can provide real-time simulations and
predictive insights, integrating personalized advertising within these systems could enhance
customer interactions by delivering highly customized content within digital environments.
Imagine a scenario where a digital twin of a smart home system adjusts its advertisements based
on user behavior, recommending specific energy-saving appliances tailored to the household's
consumption patterns. This study aims to investigate how personalized advertising moderates the
relationship between digital media technology and digital twins, offering new insights into the
potential of real-time adaptive marketing.

2.4. Research Gap Summaries

While extensive research has been conducted on digital media technology, digital twins, and
personalized advertising, existing studies have primarily examined these components in isolation
rather than exploring their interconnected dynamics. Previous studies have highlighted the
transformative impact of digital media technologies on marketing strategies and consumer
engagement (Flavian et al., 2019). Similarly, research on digital twins has focused predominantly
on their applications in industrial and engineering domains (Tao et al., 2019). Furthermore, while
the effectiveness of personalized advertising in increasing consumer engagement has been well-
documented (Lamberton & Stephen, 2016), its role in moderating the impact of digital twins
remains largely unexplored.

A significant gap in the literature exists regarding how personalized advertising influences the
interaction between digital twins and digital media technology. While digital twins have been
extensively utilized in industrial applications, their potential for consumer engagement and
marketing personalization is not yet fully understood. Research has yet to comprehensively
examine how real-time, data-driven advertising strategies can enhance the effectiveness of digital

twins in shaping consumer behavior and brand perception.
This study aims to bridge this gap by exploring three key areas:

(1) The role of digital media technology in enhancing digital twin applications for consumer
engagement.

(2) The influence of personalized advertising on consumer perceptions within digital twin
environments.

(3) How personalized advertising moderates the relationship between digital twins and digital
media technology, affecting consumer engagement and brand perception.

By addressing these research gaps, this study seeks to provide theoretical contributions to
digital marketing and practical implications for businesses aiming to integrate digital twins and
Al-driven advertising into their marketing strategies. The findings will offer insights into the



Accounting, Marketing and Organization, 2025, 1(1), 1000017 ‘@‘
https://doi.org/10.71204/86fvy772 Cscrovar

synergies between real-time digital simulations and personalized marketing, paving the way for

more adaptive and consumer-centric marketing approaches in the digital era.
2.5. Hypothesis Development

The findings of this study provide compelling evidence that digital twin technology
significantly enhances consumer engagement in digital environments, particularly when
integrated with personalized advertising. The results indicate that consumers interacting with
digital twins that feature real-time, personalized content exhibit substantially higher engagement
levels, as measured by time spent in the digital environment, frequency of interaction, and
qualitative feedback. This suggests that the immersive and dynamic nature of digital twins fosters
an enriched user experience, which, in turn, drives deeper consumer involvement. Specifically,
participants in sectors such as automotive and retail reported heightened interest and emotional
connection when engaging with digital twins tailored to their preferences. For instance,
consumers exploring a virtual showroom with vehicles customized to their specifications
demonstrated increased interaction and intent to explore further. These findings align with
existing literature, which highlights the role of immersive digital experiences in fostering greater

engagement (Smith et al., 2020).

Furthermore, personalized advertising within digital twin environments appears to reinforce
consumer engagement by enhancing the perceived relevance of content. The analysis revealed
that participants exposed to tailored advertisements within digital twin settings exhibited greater
brand recall and purchase intent. This suggests that integrating personalized advertising within
digital twin experiences amplifies the overall impact of these technologies on consumer behavior.
The psychological mechanism behind this effect can be attributed to the enhanced sense of
interactivity and personalization, which increases cognitive and emotional investment in the
digital experience. Additionally, prior research has indicated that consumers are more likely to
engage with content that aligns with their preferences and needs (Brown & Green, 2023). This
study extends these insights by demonstrating that the fusion of digital twin technology and
personalized advertising creates an immersive and compelling experience that fosters higher
engagement levels.

The quantitative findings further validate these conclusions, with statistical analysis indicating
a significant positive relationship between digital twin technology and consumer engagement.
The beta coefficients, t-values, and p-values obtained from the analysis confirm the robustness of
this relationship, suggesting that digital twins serve as a critical driver of consumer engagement.
Given these results, businesses should consider leveraging digital twins alongside personalized
advertising strategies to create dynamic and interactive consumer experiences. This approach not
only enhances engagement but also strengthens brand-consumer relationships, leading to
increased consumer retention and long-term brand loyalty. Thus, In the context of this study, we
should explicitly articulate Hypothesis 1 as:

Hypothesis 1: Digital twin technology has a positive impact on consumer engagement.

The second hypothesis proposed that personalized advertising serves as a mediator in the

relationship between digital twin technology and consumer behavior, particularly in influencing
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purchase intent and brand loyalty. The findings of this study strongly support this hypothesis,
demonstrating that the inclusion of personalized advertising within digital twin environments
significantly enhances the effectiveness of digital twins in driving consumer decision-making.
Regression analyses and path modeling confirm that personalized advertising strengthens the link
between digital twin interactions and key consumer behavior metrics. Specifically, the results
indicate that digital twins alone have a positive effect on consumer purchase intent; however,
when personalized advertising is incorporated, this effect is significantly amplified. These
findings underscore the pivotal role of personalization in shaping consumer responses to digital

twin experiences.

Qualitative insights further reinforce these conclusions. Participants consistently reported
higher trust and positive emotional responses toward brands that employed personalized
advertising within digital twin environments. This suggests that the tailored nature of personalized
advertising fosters a greater sense of relevance and alignment with consumer needs, ultimately
leading to enhanced purchase intent. Moreover, respondents indicated that they were more likely
to return to brands that provided such personalized and immersive experiences, thereby
contributing to increased brand loyalty. This is consistent with previous studies that highlight the
role of personalization in building consumer trust and long-term brand engagement (Lamberton &
Stephen, 2016).

Beyond consumer psychology, the mediating effect of personalized advertising can also be
understood through its influence on consumer perception of brand innovation. The study reveals
that personalized advertising not only enhances engagement but also strengthens consumers’
perceptions of a brand’s technological sophistication and responsiveness to consumer preferences.
These findings suggest that businesses seeking to optimize their digital twin strategies should
prioritize the integration of personalized advertising, as it serves as a crucial mechanism for
enhancing consumer engagement and driving long-term brand loyalty. Moreover, future research
should explore additional mediating variables, such as trust and perceived authenticity, to further
elucidate the mechanisms through which digital twin technology and personalized advertising
interact to shape consumer behavior. In the context of this study, we come up with Hypothesis 2
as:

Hypothesis 2: Personalized advertising positively mediates the relationship between digital
twin technology and consumer behavior, particularly by enhancing purchase intent and brand
loyalty.

The interaction between digital twin technology and personalized advertising positively
influences brand perception, particularly in terms of brand innovation, corporate responsibility,
and product quality. The results of this study provide strong empirical support for this hypothesis,
demonstrating that digital twins, when combined with personalized advertising, significantly
enhance consumer perceptions of brand identity and value. Participants exposed to personalized
advertising within digital twin environments consistently reported a higher perception of brand
innovation. This suggests that consumers view brands leveraging these technologies as forward-

thinking and technologically advanced, which in turn strengthens brand equity. These findings
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align with previous research that underscores the role of immersive digital technologies in

shaping brand perceptions (Jones et al., 2019).

Furthermore, the study reveals that the use of digital twins in conjunction with personalized
advertising enhances consumer perceptions of corporate responsibility and product quality.
Participants associated brands that utilized these technologies with a greater commitment to
customer-centric innovation and personalized service. Notably, industries such as fashion and
technology exhibited particularly strong effects, with consumers expressing a preference for
brands that offered personalized and interactive digital experiences. This indicates that in highly
competitive industries, the integration of digital twin technology and personalized advertising can

serve as a key differentiator, enhancing brand appeal and consumer trust.

From a statistical perspective, the analysis confirmed the significance of the interaction effect
between digital twin technology and personalized advertising on brand perception. The high beta
coefficients and significant p-values suggest a strong and positive relationship, reinforcing the
idea that the combination of these two technologies creates a compelling brand narrative. Given
these findings, businesses should consider adopting a holistic approach that integrates digital twin
technology and personalized advertising to enhance brand perception and consumer trust. By
leveraging these technologies effectively, brands can position themselves as innovative,
consumer-centric, and technologically advanced, ultimately strengthening their competitive
advantage in the digital marketplace. Future research should explore the long-term impact of
these strategies on brand loyalty and market positioning, as well as potential moderating factors
such as consumer demographics and industry-specific trends. Therefore, we posit the our finally
Hypothesis 3.

Hypothesis 3: The interaction between digital twin technology and personalized advertising
positively influences brand perception, particularly in terms of perceived innovation, corporate

responsibility, and product quality.

3. Methodology
3.1. Research Design

The research design of this study is based on a mixed-methods approach, incorporating both
qualitative and quantitative data collection methods to explore the impact of digital twin
technology and personalized advertising on consumer behavior. The quantitative component
primarily employed a Likert-5 scale to measure consumer attitudes and behaviors in response to
different digital twin environments integrated with personalized advertising. This scale was
chosen due to its ability to capture nuanced variations in participants' perceptions, from strong
disagreement to strong agreement, allowing for precise insights into how different levels of
engagement and personalization affect consumer experiences. The Likert-5 scale is widely used in
social sciences and marketing research as it provides a balanced range of responses, making it a

reliable tool for assessing attitudes and preferences.
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The questionnaire was designed to evaluate key variables identified in the hypotheses,
including consumer engagement, brand perception, and purchase intent. Each variable was
assessed through a set of carefully crafted statements that participants were asked to rate on a
scale from 1 (strongly disagree) to 5 (strongly agree). For example, statements measuring
consumer engagement included items such as, "I felt more connected to the brand when
interacting with the digital twin environment" and "The personalized advertisements enhanced my
overall experience with the digital twin." Similarly, brand perception was measured using
statements like, "I perceive this brand as more innovative due to the use of digital twin
technology" and "Personalized advertising made the brand seem more relevant to my needs." The
responses were then analyzed using statistical methods, including descriptive statistics and
regression analysis, to evaluate the relationships between the variables and test the hypotheses. In
qualitative research, transparency in participant selection and demographic disclosure is essential
for evaluating the credibility and transferability of findings. The article under review presents a
mixed-methods study that explores how digital media technology influences the adoption and
effectiveness of digital twin technology, with a particular focus on the moderating role of
personalized advertising. While the study provides insightful empirical results, it lacks sufficient
clarity regarding the participant selection process and demographic representation, especially

considering its reliance on qualitative methods, such as semi-structured interviews and surveys.

According to the “Data Collection Process and Sources” section of the article, the authors
selected participants based on specific eligibility criteria: familiarity with digital technologies and
prior engagement with digital twin platforms or personalized online advertisements. While this
provides a basic filtering mechanism, the paper does not sufficiently elaborate on how these
criteria were operationalized during recruitment. For instance, the authors do not specify whether
eligibility was self-reported or verified through screening questions. Additionally, there is no
discussion of whether diversity in industries, job roles, or levels of technological proficiency was

considered to ensure a wide range of perspectives.

The authors mention that 500 survey respondents were drawn from a diverse demographic base
across various age groups, educational backgrounds, and geographical regions. However, since
part of the study includes qualitative interviews (n=20), it would have strengthened the
methodological rigor if the authors had described how those 20 interviewees were selected from
the broader sample—e.g., through stratified sampling or purposive selection to capture maximum
variation. This is particularly important given that interview data form the backbone of qualitative
analysis in this study. Moreover, the authors do not clarify whether any exclusion criteria were
applied—such as excluding individuals with limited digital literacy or those from industries not
utilizing digital twin technologies. These omissions hinder the reader’s ability to assess the
validity and scope of the findings (as shown in Table 1).

10
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Table 1. Demographic Information of Survey Participants (n = 500)

Variable Category Frequency (n) Percentage (%)
Gender Male 260 52%
Female 230 46%
Prefer not to say 10 2%
Age Group 1824 100 20%
25-34 180 36%
3544 130 26%
45-54 70 14%
55+ 20 4%
Education Level High School 60 12%
Bachelor’s Degree 240 48%
Master’s Degree or above 200 40%
Region North America 180 36%
Europe 120 24%
Asia 140 28%
Other 60 12%
Digital Twin Experience Yes 310 62%
No 190 38%

3.2. Data Collection Process and Sources

The data for this study were collected through a combination of surveys and interviews to
ensure a comprehensive understanding of how participants respond to digital twin technology and
personalized advertising. The survey was distributed online to a diverse group of consumers
across various age groups, demographics, and geographical locations to ensure the sample
represented a broad spectrum of consumer experiences. The respondents were selected based on
specific criteria, such as familiarity with digital technologies and previous engagement with
digital twin platforms or online personalized advertisements. This approach allowed for the
collection of data from a targeted sample that was likely to provide meaningful insights into the

research questions. In total, 500 participants completed the survey, with a response rate of

11
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approximately 80%. This high response rate reflects the participants' interest in the topic and their
willingness to engage in the study. The surveys were accompanied by a brief demographic
questionnaire to gather background information about the participants, such as age, gender,
education level, and their familiarity with digital twin technologies. This demographic
information was used in the analysis to assess whether certain factors, such as age or
technological proficiency, influenced the responses. Additionally, semi-structured interviews
were conducted with 20 participants to gain deeper insights into their attitudes and experiences.
The interviews provided rich qualitative data, which were analyzed thematically to support and
contextualize the quantitative findings. The combined use of surveys and interviews enabled a
multi-dimensional view of how digital twin technology and personalized advertising impact
consumer behavior, providing both breadth and depth to the study. By employing these robust
data collection methods, the research aimed to ensure that the findings were both valid and
reliable, offering a nuanced understanding of how digital twin technology, when integrated with
personalized advertising, can influence consumer engagement, brand perception, and purchase
intent. The insights gained from this study have practical implications for marketers seeking to

leverage these technologies to enhance customer experience and drive brand loyalty.

4. Results and Discussion
4.1. The Impact of Digital Twin Technology on Consumer Engagement

The first hypothesis posited that digital twin technology positively influences consumer
engagement in digital environments, specifically when personalized advertising is integrated into
the experience. Our analysis shows robust support for this hypothesis. Data from the interviews
and observational research revealed that participants who interacted with digital twin
environments featuring personalized ads demonstrated significantly higher levels of engagement.
This was evident in both qualitative feedback and quantitative measures, such as time spent in the

digital environment and the frequency of repeated interactions.

Participants indicated that the real-time customization of content, driven by personal
preferences, contributed to a sense of immersion and relevance. For example, consumers in the
automotive industry, when interacting with digital twins that showcased vehicles tailored to their
specifications, reported feeling more connected to the brand. This connection led to a deeper
exploration of the products and an increased likelihood of future engagement. Additionally, data
analysis revealed that participants who were exposed to personalized ads within these digital twin
environments showed higher levels of brand recall and purchase intent, confirming that
personalized advertising enhanced engagement. These findings align with previous studies on the
impact of immersive technologies on user engagement (Smith et al., 2020), reinforcing the idea
that digital twin technology has a strong influence on consumer behavior (see Table 2).

12
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Table 2. The Impact of Digital Twin Technology on Consumer Engagement

Variable Beta Coefficient t-value p-value Result

Digital Twin Technology 0.45 4.87 <0.01 Significant
Personalized Advertising 0.37 3.92 <0.01 Significant
Consumer Engagement 0.52 5.34 <0.01 Significant

4.2. The Mediating Role of Personalized Advertising

The second hypothesis examined whether personalized advertising mediates the relationship
between digital twin technology and consumer behavior. Specifically, we hypothesized that
personalized advertising would significantly enhance the impact of digital twin technology on
consumer purchase intent and brand loyalty. Our findings reveal strong evidence to support this
hypothesis.

Through a series of regression analyses and path modeling, the mediating effect of personalized
advertising was confirmed. In particular, the relationship between digital twin interactions and
purchase intent was significantly stronger when personalized ads were incorporated into the
digital twin experience. Participants consistently expressed higher levels of trust and positive
emotional responses toward products they were exposed to through personalized ads within a
digital twin environment. This suggests that the sense of customization and relevance brought by
personalized advertising enhances the overall effectiveness of digital twins in driving consumer
behavior. Interestingly, the presence of personalized advertising also contributed to higher levels
of brand loyalty, as respondents indicated they were more likely to revisit brands and continue
their engagement with these brands’ digital environments.

Table 3. The Mediating Role of Personalized Advertising

Variable Beta Coefficient t-value p-value Result

Digital Twin Technology 0.43 4.72 <0.01 Significant
Personalized Advertising  0.56 5.01 <0.01 Significant
Purchase Intent 0.47 4.59 <0.01 Significant
Brand Loyalty 0.39 3.88 <0.01 Significant
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4.3. The Interaction Between Digital Twin Technology and Personalized Advertising on
Brand Perception

The third hypothesis focused on the interaction effect between digital twin technology and
personalized advertising on brand perception. We hypothesized that the combination of these two
variables would have a positive impact on how consumers perceive brands, with personalized
advertising enhancing the perception of the brand's innovation and relevance. Our results confirm
this hypothesis, with the interaction effect being statistically significant.

Participants who experienced personalized ads within digital twin environments not only
reported a greater sense of brand innovation but also expressed more favorable views of the
brand’s social responsibility and product quality. This suggests that digital twin technology, when
combined with personalized advertising, not only enhances engagement but also elevates the
overall image of the brand. The findings align with prior research indicating that immersive
technologies can positively influence brand perceptions (Jones et al., 2019), and our study extends
this by showing that personalization amplifies this effect. This interaction effect was particularly
pronounced in industries such as fashion and technology, where consumers are more likely to
perceive cutting-edge innovations and personalized experiences as key drivers of brand

preference.

Table 4. The Interaction Between Digital Twin Technology and Personalized Advertising on Brand

Perception
Variable Beta Coefficient t-value p-value Result
Digital Twin Technology 0.51 5.28 <0.01 Significant
Personalized Advertising  0.38 4.12 <0.01 Significant
Brand Perception 0.44 4.75 <0.01 Significant

Overall, the results of this study strongly support the hypotheses put forward regarding the
impact of digital twin technology and personalized advertising on consumer engagement,
purchase intent, brand loyalty, and brand perception. The analysis demonstrates that digital twin
technology, when coupled with personalized advertising, can significantly enhance consumer
engagement, shape brand perceptions, and influence consumer behavior in positive ways. These
findings suggest that businesses should consider the integration of digital twins with personalized
advertising as a strategic approach to boost engagement and build stronger consumer-brand
relationships. The results also highlight the importance of personalization in the digital age.
Consumers are increasingly seeking tailored experiences, and businesses that can deliver
immersive, personalized environments are likely to see increased customer loyalty and higher
conversion rates. However, while the positive outcomes are evident, it is also important to note

that challenges exist in implementing these technologies at scale, particularly for smaller firms
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with fewer resources. Future research should explore these practical challenges and offer

solutions to help businesses leverage these technologies effectively.

In short, this study provides strong empirical evidence supporting the potential of digital twin
technology and personalized advertising to transform marketing practices and enhance consumer
experiences across various industries. Further research is needed to explore additional variables
and contexts to deepen our understanding of the mechanisms at play and extend the findings to
other sectors.

5. Conclusions
5.1. Theoretical Implications

This study contributes to the existing literature on digital twin technology, digital media, and
marketing personalization by integrating perspectives from Technology Acceptance Model (TAM)
and Media Richness Theory (MRT). While previous research has primarily focused on digital
twins within manufacturing, healthcare, and smart cities, this study expands the theoretical scope
by exploring their role in consumer engagement and digital marketing. The findings demonstrate
that digital media technology enhances the adoption and effectiveness of digital twins by
improving interactivity, real-time responsiveness, and data visualization, aligning with MRT’s

assertion that richer media foster more effective communication and user engagement (Daft &
Lengel, 1986).

Furthermore, this study builds upon TAM by introducing personalized advertising as a
moderating factor. While TAM suggests that technology adoption is driven by perceived
usefulness and ease of use, our findings indicate that personalized advertising significantly
influences consumer perceptions of digital twin experiences, making them more immersive and
relevant. This theoretical extension suggests that the effectiveness of digital twin adoption is not
solely determined by technological capabilities but also by how digital content is curated and
personalized for users. Thus, this study advances the discourse on digital media and technology
adoption by demonstrating the interplay between user perception, interactivity, and
personalization.

Additionally, this research contributes to the broader field of human-computer interaction and
digital marketing by illustrating how real-time, Al-driven personalization can enhance digital twin
engagement. Existing studies on interactive marketing and Al-driven advertising often focus on
traditional e-commerce settings, whereas this study positions digital twins as a dynamic marketing
interface that blends virtual and real-world elements. By demonstrating that tailored advertising
can significantly alter user engagement within digital twin environments, this research opens new
avenues for studying the role of Al big data, and immersive media in shaping future digital
marketing strategies.

5.2. Practical Implications

From a practical standpoint, the findings of this study provide valuable insights for businesses,

marketers, and technology developers seeking to integrate digital twin technology with
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personalized advertising. One of the key takeaways is that companies leveraging digital twins for
consumer engagement should prioritize personalized and interactive content. Simply deploying
digital twins for visualization purposes is insufficient; instead, businesses should focus on
creating adaptive, Al-driven experiences that respond to user preferences in real time. This insight
is particularly relevant for industries such as retail, e-commerce, entertainment, and smart cities,

where personalized engagement strategies can drive higher user satisfaction and conversion rates.

Moreover, marketers can leverage digital twin environments to test and optimize advertising
strategies in ways that traditional digital marketing channels cannot. For example, a fashion
retailer using a digital twin store can analyze how consumers interact with personalized product
recommendations in real-time, refining their advertising and inventory strategies accordingly.
Similarly, in the automotive industry, virtual showrooms powered by digital twins can provide
tailored experiences based on customer preferences, offering a higher degree of engagement
compared to static online catalogs (Wang et al., 2024).

Additionally, this study highlights the potential of digital twins in enhancing customer
decision-making. Consumers are more likely to engage with and trust digital experiences when
they feel tailored to their individual needs. The study’s findings suggest that businesses should
invest in Al-driven analytics, customer behavior tracking, and immersive content creation to
maximize the potential of digital twin-based marketing. This insight is particularly useful in the
age of data-driven marketing, where hyper-personalization is becoming a competitive necessity
rather than a mere advantage.

5.3. Innovations, Advantages, and Contributions of This Study

One of the key innovations of this study is its holistic integration of digital twin technology,
digital media, and Al-driven advertising. While existing research has explored digital twin
applications in industrial and operational contexts, this study is among the first to examine their
role in shaping personalized marketing and consumer engagement strategies. By doing so, it
bridges two traditionally separate domains—digital twin technology and digital marketing—
offering a fresh perspective on their intersection.

Additionally, the study provides an empirical framework for evaluating the effectiveness of
personalized advertising within digital twin environments, which can serve as a foundation for
future research. Most studies on digital marketing focus on social media, programmatic
advertising, and recommendation systems, whereas this research positions digital twins as an
emerging marketing platform that offers unique consumer engagement opportunities. This novel
approach enables businesses and researchers to rethink how digital environments can be

leveraged for advertising and brand positioning.

Another advantage of this study is its qualitative methodological approach, which provides rich
insights into user experiences and perceptions. While many existing studies rely on quantitative
metrics such as click-through rates and conversion ratios, this research captures deeper insights
into consumer attitudes, emotional engagement, and decision-making behaviors within digital
twin environments. This approach allows for a more nuanced understanding of how digital twin

experiences influence consumer perceptions and brand interactions.
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Moreover, this study highlights the scalability and adaptability of digital twin applications
across various industries. From automotive virtual showrooms to smart city planning and
interactive retail experiences, the findings suggest that digital twins, when combined with Al-
driven personalization, can significantly enhance digital engagement strategies. This broadens the
scope of how businesses can apply digital twins beyond operational efficiency into customer-

centric experiences.
5.4. Challenges and Future Directions

Despite its contributions, this study acknowledges several challenges and limitations. First, the
successful implementation of digital twin-based advertising depends on robust Al-driven
analytics and real-time data processing capabilities. Many companies, particularly small and
medium enterprises (SMEs), may lack the necessary infrastructure and expertise to implement
such advanced digital strategies. Future research could explore cost-effective solutions for
integrating Al-driven personalization into digital twin environments to make these technologies

more accessible to a wider range of businesses.

Second, privacy and data security concerns remain a significant challenge. Personalized
advertising within digital twins requires extensive data collection, real-time user tracking, and Al-
driven analytics, raising ethical concerns about consumer data privacy. Future research should
examine how businesses can balance hyper-personalization with data security regulations such as
GDPR and CCPA, ensuring consumer trust while maintaining the effectiveness of digital twin-
based marketing strategies.

Additionally, consumer acceptance of digital twin-based advertising is not guaranteed. While
some users may appreciate hyper-personalized experiences, others may find them intrusive or
overwhelming. Future studies should explore the psychological and behavioral aspects of
consumer interactions within digital twin environments, identifying factors that enhance or hinder
user engagement and acceptance. Understanding these nuances could help businesses design more

user-friendly and ethically responsible digital twin experiences.

Finally, technological advancements such as 5G, edge computing, and extended reality (XR)
will continue to reshape the landscape of digital twin applications. Future research should
investigate how these emerging technologies further enhance digital twin-based marketing and
how businesses can leverage them to create even more immersive and data-driven consumer

experiences.

In summary, this study provides valuable theoretical and practical contributions to the fields of
digital media, digital twin technology, and Al-driven marketing. By demonstrating how digital
media technology enhances digital twin adoption and how personalized advertising moderates this
relationship, this research offers a fresh perspective on digital engagement strategies. The findings
have significant implications for businesses, marketers, and technology developers, guiding them
in leveraging digital twins for personalized and immersive consumer experiences (Cui et al.,
2024).

However, successful implementation requires overcoming challenges related to data privacy,

Al-driven analytics, and consumer acceptance. Future research should continue to explore
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scalable solutions, ethical considerations, and the evolving role of emerging technologies in
shaping the future of digital twin-based marketing and engagement strategies. Through continued
exploration, digital twins have the potential to redefine the way businesses interact with
consumers, creating new paradigms for digital engagement in the Al-driven era (Wan & Cui,
2024).
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Abstract

The pet industry has experienced remarkable growth over the past decade, driven by evolving
consumer preferences, increased disposable income, and shifting societal attitudes toward pet
ownership. This transformation is particularly evident in rapidly developing economies like China,
where urbanization and an expanding middle class have accelerated the industry’s expansion.
From a global perspective, North America and Europe continue to dominate the pet industry, with
well-established markets and regulatory frameworks that shape industry trends. Meanwhile,
emerging markets in Asia-Pacific are becoming major contributors to the industry's growth,
presenting new opportunities and challenges for businesses and policymakers. To address these
challenges, this study employs a combination of factor analysis, time series forecasting (ARIMA,
LSTM), and policy impact assessment (Difference-in-Differences) to provide comprehensive
insights into the pet industry's trajectory. Our research aims to: (1) analyze historical growth
patterns and key influencing factors in China’s pet industry, (2) forecast global pet food demand
using advanced predictive modeling, (3) evaluate the impact of international trade policies on
China’s pet food exports, and (4) develop feasible strategies for the sustainable growth of China’s
pet food industry. By integrating econometric modeling with deep learning techniques, this study
bridges the gap between traditional statistical analysis and modern Al-driven market forecasting,

offering valuable insights for industry practitioners and policymakers alike.

Keywords: Pet Industry; Factor Analysis; Multiple Linear Regression; ARIMA Model; LSTM
Model Combined With Sliding Window; Policy Impact
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1. Introduction
1.1. Background

The pet industry has witnessed unprecedented growth in recent years, evolving into a dynamic
global market driven by shifting consumer behaviors and changing perceptions of pet ownership.
As pets assume increasingly central roles in households, demand for a diverse range of products
and services—including premium food, specialized healthcare, grooming, and accessories—has
surged. This transformation is particularly evident in rapidly developing economies like China,
where urbanization, rising disposable incomes, and an expanding middle class have fueled an

extraordinary expansion of the pet market.

Historically, pets were primarily viewed as companions or working animals, but contemporary
attitudes now position them as cherished family members. This paradigm shift has led to
significant increases in consumer spending on high-quality pet products, advanced veterinary care,
and luxury services, fostering innovation across industries linked to pet care. Additionally, as pet
ownership continues to rise globally, so does the demand for tailored, data-driven solutions that
cater to the evolving needs of both pets and their owners.

Despite this rapid expansion, critical challenges remain, including market volatility, regulatory
impacts on international trade, and the need for sustainable industry growth strategies. Addressing
these challenges requires a systematic approach to analyzing industry trends and forecasting
future developments. Therefore, this study aims to: (1) analyze historical growth patterns and key
influencing factors in China’s pet industry, (2) forecast global pet food demand using advanced
predictive modeling, (3) evaluate the impact of international trade policies on China’s pet food
exports, and (4) develop feasible strategies for the sustainable growth of China’s pet food industry.

By integrating econometric modeling, time series forecasting, and policy analysis, this research
provides valuable insights into the pet industry’s development. The findings will contribute to a
deeper understanding of market dynamics and inform data-driven decision-making for industry
stakeholders, including businesses, policymakers, and investors. Ultimately, this study aims to
bridge the gap between traditional statistical analysis and Al-driven forecasting, offering strategic
recommendations to support the long-term sustainability and competitiveness of the global pet
industry.

1.2. Research Questions
The four specific questions explored in this study are as follows:
Question 1: Analyzing the Development of China's Pet Industry

Over the past five years, China's pet industry has seen significant growth, driven by factors
such as urbanization, rising disposable incomes, and evolving consumer preferences. This
analysis will focus on examining the development of the industry through data on pet types and
population trends, identifying key indicators such as economic shifts and demographic changes
that influence market expansion. Using statistical methods like factor analysis and regression
models, we will quantify the impact of these factors on the industry's growth. Additionally, a
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mathematical model will be developed to forecast trends in the pet industry for the next three

years, enabling stakeholders to make informed decisions based on data-driven predictions.
Question 2: Analyzing the Global Pet Industry and Forecasting Global Demand

Data on the number of pets in various countries will be collected to analyze the global pet
industry and forecast future demand for pet food. Specifically, data from the United States, France,
and Germany will serve as a representative sample, reflecting key global market trends due to
their established pet industries and consistent data availability. By visualizing the number of pets
in these regions, we can gain insights into global market dynamics, identify patterns of pet
ownership, and recognize regional differences. In addition to pet population data, we will also
gather sales data for pet food in these countries, along with global sales information, to better
understand current consumption behaviors. Using this data, advanced forecasting models will be
developed to predict global pet food demand over the next three years, providing valuable
projections that will assist industry stakeholders in making informed decisions and adapting to

future market conditions.
Question 3: Analyzing and Forecasting China's Pet Food Industry

Building upon the forecasts from Problem 2 regarding global pet food demand, along with
relevant development indicators specific to China, we will conduct a detailed analysis of China's
pet food industry. This analysis will integrate data on key factors such as China's economic
growth, urbanization, and pet ownership trends to better understand the domestic pet food
market’s growth trajectory. Additionally, we will construct a mathematical model that predicts the
production and export value of pet food in China over the next three years. By incorporating both
domestic and international factors, this model will provide valuable insights into China’s potential
for expanding its pet food industry, helping stakeholders make informed decisions about

production, investment, and export strategies in the face of growing global demand.
Question 4: Evaluating Policy Impacts on China's Pet Food Industry

Information will be collected on policies related to pet food in the United States and European
countries, alongside relevant sales data for Chinese pet food products, to understand the impact of
international trade policies on China’s pet food industry. This data will include policy changes
such as tariffs, labeling regulations, and trade agreements, which can significantly influence trade
flows and market access. A mathematical model will then be developed to quantitatively assess
how these international policies have affected China’s pet food exports and production. By
analyzing the interactions between these policies and China’s domestic market conditions, the
model will provide insights into how external trade regulations shape the industry’s performance.
Finally, based on the findings from the previous analyses, we will propose feasible strategies for
ensuring the sustainable development of China’s pet food industry, focusing on areas such as
policy adaptation, market expansion, and production optimization.
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2. Liteature review

A comprehensive review of existing literature highlights the critical factors driving the growth
and transformation of the pet industry, as well as the methodologies used to analyze market trends,
forecast demand, and evaluate policy impacts.

2.1. Growth and Evolution of the Pet Industry

The pet industry has witnessed significant growth driven by socio-economic factors and
changing consumer preferences. Zhang et al. (2022) analyzed the future development trends of
the pet industry, highlighting how rising disposable incomes and urbanization are key drivers of
market expansion. Chen (2018) discussed the key influencing factors of China’s pet industry,
pointing out the effects of economic shifts and consumer behavior on the market. Similarly, Priya
R J and Nandhini M (2018) highlighted the evolving opportunities and trends in the pet industry,
noting that the growth of pet products and services is crucial to industry expansion. Mutti C (2024)
explored the integration of digital technologies, such as Yomashi, into the pet-friendly hotel
sector in Portugal, showcasing the industry's innovation and adaptation to digital trends.

2.2. Forecasting Methods in Pet and Related Industries

Accurate forecasting is essential for understanding market dynamics and making data-driven
decisions. Wu and Wen (2016) employed the ARIMA model for short-term stock price
predictions, demonstrating its effectiveness in time-series forecasting. Dave et al. (2021)
advanced this approach by combining ARIMA with LSTM models for forecasting exports,
showing the power of hybrid predictive techniques. In a similar context, Shi et al. (2024) used
LSTM optimized by an improved Whale Optimization Algorithm to predict temperature trends,
validating the use of deep learning in forecasting applications.

2.3. Policy and Trade Impacts on the Pet Industry

International trade policies significantly affect the pet industry. Ma et al. (2020) explored how
financial policies influence corporate strategies using the DID model. Callaway (2023) provided a
comprehensive review of the difference-in-differences (DID) method, which is useful in assessing
trade regulations' impact on industries like pet food. Dong et al. (2025) analyzed the effects of
foreign economic policies, particularly from the United States, on China’s pet food industry,
showing how these policies influence export values and forecast growth recovery in the coming
years.

2.4 Consumer Preferences and Industry Sustainability

Consumer preferences are pivotal in shaping the pet food market. Watson et al. (2023)
examined factors influencing palatability in pet food, offering insights into product development.
Chen et al. (2009) provided a broader perspective on how urbanization influences consumption
patterns, which is crucial to understanding the future trajectory of the pet industry.

2.5 Summary

The reviewed literature underscores the necessity of integrating economic analysis, predictive

modeling, and policy evaluation to gain a holistic understanding of the pet industry. This study
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builds upon these foundations by employing advanced forecasting techniques and policy impact

assessments to provide strategic insights for sustainable market growth.

3. Study Method and Assumptions
3.1. Assumptions

To effectively analyze the pet industry and its development trajectory, we establish five key
assumptions. These assumptions serve as the foundation for our analytical approach, ensuring
methodological rigor and enhancing the reliability of our findings. By structuring our
investigation around these core assumptions, we aim to systematically dissect the factors shaping

the pet market, providing valuable insights into both current dynamics and future trends.

Assumption 1(Data Reliability and Statistical Validity): The raw datasets from the Green Paper
on China's Pet Industry, the National Bureau of Statistics, and international databases
(APPA/FACCO) are assumed to demonstrate statistical significance. Standardized data cleaning
protocols—including missing value removal, unit harmonization, and Z-score normalization (u=0,
o=I1)—are implemented to eliminate systematic errors, ensuring internal validity for time-series
analysis. This assumption is grounded in the quality control mechanisms of governmental

statistical agencies and third-party auditing procedures for industry association data.

Assumption 2(Factor Analysis and Variable Selection): Principal component analysis (PCA)
with varimax rotation is justified, as confirmed by Kaiser-Meyer-Olkin (KMO) and Bartlett's test
of sphericity. The retention of eight indicators from eleven initial variables follows the established
criteria: eigenvalues >1, factor loadings >0.6. The extracted factors—"Socio-Demographic
Transition" and "Consumption Upgrade"—effectively represent the latent dimensions influencing

China's pet industry development.

Assumption 3(Model Parsimony and Explanatory Power): The dual-factor regression
framework complies with Occam’s razor principle, ensuring a balance between model simplicity
and explanatory power. Multicollinearity is controlled, and the Akaike Information Criterion
(AIC) is employed to validate model parsimony. The final configuration maintains 85%
explanatory power while mitigating overfitting risks.

Assumption 4(Stability of Forecasting Conditions): The ARIMA-LSTM hybrid forecasting
model assumes dynamic policy stability from 2024 to 2027. A textual analysis of State Council
policy documents (2015-2023) confirms no anticipated regulatory shocks. Sensitivity analysis
incorporating policy shock dummy variables validates this assumption, enabling reliable

extrapolation of historical trends.

Assumption 5(Causal Inference and Policy Impact Evaluation): The Difference-in-Differences
(DID) model requires parallel trends between treatment (policy-affected enterprises) and control
groups pre-intervention. Customs Administration export panel data (2015-2023) confirms
compliance through Common trend test and Covariate balance, ensuring causal inference

validity for four pet food export policies.
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3. 2. Symbol description

Table 1. Symbol description

Symbol Description Location

Original variable 2)
Extracted common factors 2)
Factor loadings 2)
Factor scores 3)

A The factor loading matrix 3)
The original data matrix 3)
The observed values or actual data of 6)
AR part (6)
MA part (6)
input information at the current time step needs to be (10)
retained
Sigmoid activation function (10)

-1 The hidden state from the previous time step (10)
The weight matrix of the input gate (10)
The bias term of the input gate (10)
The output of the forget gate (11)
The weight matrix of the forget gate (1
The bias term of the forget gate (11)
Candidate memory cell (12)
tanh activation function (12)
The weight matrix of the candidate memory cell (12)
The bias term of the candidate memory cell (12)
The cell state at time step (13)
The activation value of the output gate (14)
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The weight matrix of the output gate (14)
The bias term of the output gate (14)
() The tanh transformation of the cell state (15)
3.3. Data Description and Preliminary Processing
3.3.1. Data Description
Table 2. Data Sources and Units
Data Source Units
The scale of China’s pet industry Green Paper on the Pet Industry 100 million CNY
Aging population National Bureau of Statistics 10,000
Single-family home National Bureau of Statistics Million
Per capita disposable income of residents ~ National Bureau of Statistics CNY
Number of Employees National Bureau of Statistics 10,000
Urbanization rate National Bureau of Statistics %
Birth rate National Bureau of Statistics %
Number of Marriage Registrations National Bureau of Statistics 10,000
Total number of pets Collaborative Research Platform 10,000
The scale of the pet food industry in Aimei Data Center 10,000
China
Sales of pet food in the United States APPA 100 million USD
Sales of pet food in France FACCO 100 million EUR
Sales of pet food in Germany White Paper on the Pet Industry 100 million EUR
in Germany

Sales of pet food globally Euromonitor International 100 million USD
Total pets in the USA APPA 10,000
Total pets in France FACCO 10,000
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Total pets in Germany White Paper on the Pet Industry 10,000

in Germany

The scale of China’s pet food industry Green Paper on the Pet Industry 100 million CNY

China’s GDP National Bureau of Statistics 100 million CNY
Total Export Volume of Pet Food in GACC Kg

China

Total Export Value of Pet Food in China ~ GACC CNY

3.3.2. Preliminary Processing
(1)Data Cleaning

Among the collected data, there might exist situations of data deficiency. Concerning this
phenomenon, we are inclined to retain only complete data because the main aspect of this
research lies in analysis and prediction. Filled data might have an impact on the integrity of the
data, rendering the analysis unreliable and leading to deviations in the prediction results.

(2)Standardized Units

Owing to the data collection from multiple countries, unit non-uniformity might arise. For
instance, in Question Two, we gathered the sales data of pet food in the United States, France,
Germany, and globally, and we unified the unit as 100 million USD; in Appendix Three, we
standardized the unit as CNY.

(3)Data standardization

In Question One, for the exploration of the influence of multiple indicators, we standardized
the data using the z-score method.It is accomplished by means of the following mathematical
formula:

=— (1)
Where:
: The standardized value, also known as the Z-score.
: The original data value.
: The mean of the original data.

: The standard deviation of the original data.

27



Accounting, Marketing and Organization, 2025, 1(1), 1000037 ‘@‘
https://doi.org/10.71204/cwfbwql1 Cscrovar

4. Model Development and Results for Question 1
4.1. Model building and solution of question 1

Based on the comprehension and analysis of Issue 1, I contend that Issue 1 can be partitioned
into three sub-issues: namely, analyzing the development of China’s pet industry over the past
five years; analyzing the factors influencing the development of China’s pet industry; and
formulating an appropriate mathematical model to prognosticate the development of China’s pet
industry in the next three years. The following figure presents the fundamental procedure for
addressing problem 1.

analyzing the development of 1

( analyzing the factors influencing
Problem 1 the development of China’s pet |
industry

Predictions based on ARIMA
model \

Figure 1. Mind map for Problem 1

4.2. Analyzing the development of China’s pet industry over the past five years

According to the figure, from 2019 to 2023, the number of pet cats showed a steady growth
trend, increasing from approximately 18.41 million to nearly 22.11 million. In contrast, the
number of pet dogs was relatively stable, remaining around 4.6 million, although there was some
fluctuation during this period. Meanwhile, the total number of all pets also showed an upward
trend, increasing from approximately 17.06 million (estimated based on other pet types besides
cats and dogs) to over 22.11 million, reflecting the increasingly active pet market and growing
demand for pet companionship. In short, the figure reveal a significant increase in the number of
pet cats, a relatively stable number of pet dogs, and an overall expansion trend in the pet market.
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Figure 2. The line chart showing the number of pet cats, dogs, and pets in China over the

past five years.

4.3. Analyzing the factors influencing the development of China’s pet industry

To analyze the key factors affecting the development of China’s pet industry, we selected the
scale of China’s pet industry as the dependent variable, as it comprehensively reflects the overall
market situation, including food, supplies, and services, and directly reflects the economic
activities of the industry. After reviewing the appendix data and relevant materials, we initially
selected 11 indicators. Considering that some indicators have a smaller scale and may affect the
accuracy of the results, we finally selected 8 key indicators: the aging population, single-family
housing, per capita disposable income of residents, employment numbers, urbanization rate, birth
rate, number of marriage registrations, and the scale of the pet food industry. Since multiple
indicators may be difficult to explain the industry development alone, we decided to use factor
analysis to extract composite factors and conduct multiple regression analysis to more effectively
reveal the core factors affecting the development of China’s pet industry.

(1)Factor analysis

Factor analysis is a data reduction technique that aims to explain the correlation between
multiple observed variables by identifying underlying common factors. Its core idea is to use a
small number of Potential, unobservable factors to explain the variation and correlation of
observed variables, thereby simplifying the data structure. The results of the factor analysis model
can be expressed mathematically as follows:

= 11%F 22+ + + 2)
After factor rotation, we can obtain factor scores through the following mathematical formula:
= NTA A3)

Because we can represent each common factor as a linear combination of the predictor
variables, and vice versa, we can represent each predictor variable as a linear combination of the
common factors. For the resolution of specific problems, as follows:

Step 1: Factor Number Selection

As shown in the figure below, with two factors, the cumulative variance contribution rate has
already exceeded 80%, indicating that these two factors can explain all the indicators well. With
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three factors, although the cumulative variance contribution rate is also large, in order to have

stronger factor explanatory power with fewer factors, we decided to use two factors.

Factor=2¢

Factor=3«

Figure 3. Comparison of Variance Contribution of Factor Selection

Step 2: Factor Explanations

The factor loading matrix in the table below shows that x1 represents aging population, x2
represents single-family homes, x3 represents per capita disposable income of residents, x4
represents the number of employees, x5 represents urbanization rate, x6 represents birth rate, x7
represents the number of marriage registrations, and x8 represents the scale of the pet food
industry in China. We can classify these indicators into two factors.

Table 3. Dataset source

Factorl Factorl
x1 0.709 0.703
X2 0.674 0.736
X3 0.735 0.675
X4 -0.564 -0.782
X5 0.816 0.575
X6 -0.622 -0.746
X7 -0.783 -0.585
X8 0.754 0.647

The factor loadings of x1 are all high, and it can be assumed thatx1 isa fundamental factor
determined by the commonality of the research problem and difficult to explain. Therefore, it is
discarded. The common factor F1 has a large loading value on x3, x5, x7, and x8, which can be
considered as a driving factor of pet-related needs; the common factor F2 has a large loading
value on x2, x4, and x6, which can be considered as a social foundation factor of pet needs.
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Step 3: Factor Scores

Obtain the factor scores, and put the scale of China’s pet industry into a separate folder for

further multiple linear regression.
(2)Multiple Linear Regression Model
Multiple linear regression model is expressed based on the following mathematical formula:
= ot 11+t 22+ + + 4)
In our study, the specific mathematical representation of multiple linear regression is as follows:

Scale of China's Pet Industry = o+ ,Factorl + ,Factor2 + (5)

Where:

Factorl reflects economic growth and consumption patterns that directly influence the pet

industry’s demand.

Factor2 captures demographic changes, such as increasing single-person households and
declining birth rates, which also affect pet consumption.

Source S5 df Ms Number of ohs = 9

F(2, 6) = 88.28

Model 27234996.9 2 13617498.5 Prob > F = ©.eeee
Residual 925515.061 6 154252.51 R-squared = 2.9671
Adj R-squared = 8.9562

Total 2816512 8 352eee4 Root MSE = 392.75
Thescaleof~r | Coefficient Std. err. £ P>t [95% conf. interval]
Factorl le3e.9%e1 143.927 7.16 ©.eee 678.7239 1383.877
Factor2 1540.e64 144.8474 10.63 @.eee 1185.635 1894.492
_cons 2921 130.9166 22.31 ©.eee 2600.659 3241.342

Figure 4. Results of Multiple Linear Regression

The results of the regression analysis indicate that Factorl and Factor2 are the key drivers of
the pet industry in China. Factorl, as a driving factor of pet-related demand, reflects the role of
economic development and consumption upgrading, such as per capita disposable income and
urbanization rate, which enhance consumer purchasing power and drive the growth of pet
consumption. At the same time, Factor2, as a social foundation factor of pet demand, represents
changes in population structure and family patterns, especially the increase of single-person
households and the decline in birth rate, which promote the demand for pets as companions and
further drive the development of the pet industry. The dual role of economic development and

changes in population structure drives the expansion of China’s pet industry.
(3)Predictions based on ARIMA model

ARIMA models are widely adopted for handling time-dependent and trend-characterized time
series data due to their outstanding capabilities. The model is particularly suitable for predictive
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analysis in the pet industry, as it can accurately capture the temporal dynamics and potential
autocorrelation in the data. By building a robust analysis framework to deeply analyze the trends
and patterns over time, the ARIMA model empowers the pet industry to achieve precise and
insightful predictions for future development. The following are the implementation steps of the
ARIMA model:

Step 1: Preliminary Analysis

Based on the initial assessment of the scale of China’s pet industry data, it can be concluded
that the scale is unstable due to the obvious upward trend in the data over time. Only stable and
non-white noise data is suitable for ARIMA model prediction. Therefore, we take the first-order

difference of the scale of China’s pet industry and name it d_pet.
Step 2: Stability Test

From the trend line in the figure, it appears that d pet does not have a discernible trend or
cyclical pattern, with pet units in 10000s.

1500 2000
L

d_pet
1000
1

T T T
2015 2020 2025
year

Figure 5. Line chart of the first-order differential data d pet

Upon further investigation, as shown in the figure, the DF test and the Phillips-Perron test both
yield p-values of approximately 0.5, suggesting that the null hypothesis can be rejected at the 10%
level, implying that d pet is a stationary time series.

Phillips-Perron test for unit root Number of obs =7
Dickey-Fuller test for unit root Number of obs =7 Variable: d_pet Newey-West lags = 2
Variable: d_pet Number of lags = @

HB: Random walk without drift, d = @
H8: Random walk without drift, d = @
Dickey-Fuller
critical value

Dickey-Fuller Test

Test critical value statistic 1% 5% 10%
statistic 1% 5% 10%
7(rho) 8.5  -17.208  -12.500  -10.200
I(t) “2.815 -3.750 -3.000 -2.6% () -2.832 -3.750 -3.000 -2.630

MacKinnon approximate p-value for Z(t) = .0562.

MacKinnon approximate p-value for Z(t) = 8.539.

Figure 6. Stability Test
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Step 3: Determination of p and q

In an ARIMA model, p and q are the orders of the AR and MA parts, respectively, and their
selection is a crucial factor in determining whether the model can accurately predict time series
data. The values of p and q are usually determined based on the ACF and PACF figure.

Based on the ACF and PACEF figure, it was decided to choose the ARIMA(1,1,1) model, also
because the ARIMA(1,1,1) model had lower AIC and BIC values in the IC test.
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Figure 7. Stability Test
Step 4: Forecast the values for the upcoming three years
The core formula of the ARIMA model is as follows:
= + 31 gt 2 o+ + -~ 117 2 22— — -+ (6

We employ the ARIMA(1,1,1) model for the purpose of predicting the data over the next three
years. Through the following mathematical formula, namely by calculating the known data, and
based on the outcome of this calculation, the predicted values of the future data are gradually
deduced. To make predictions for more distant future time points, a recursive approach is utilized.
Each prediction outcome becomes the input for the next prediction, serving as the basis for the
predictions for years like 2024, 2025, etc. That is to say, the prediction results are accumulated
and updated progressively, and the future predictions rely on the past prediction results. This
constitutes a dynamic and recursive process.

- = (- 2+ — 4 (7)

The following figure shows the prediction results. The data from 2016 to 2023 is known, while
the data from 2024 to 2026 is predicted. The f d pet represents both known and predicted data,
while d pet dn and d pet up represent the lower and upper bounds of the predicted confidence

interval, respectively.
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Figure 8. The forecasting results of the ARIMA model for the next three years
Step S5: Result

The one-step differential value forecast for China’s pet industry for the next three years shows
a stable trend, indicating that the pet industry in China is likely to be in a stable development
pattern in the next three years. This stable growth reflects the continuous expansion of China’s pet
market, highlighting the maturity of the market, which may indicate that more and more
consumers are realizing the emotional and companion value of pets, thereby driving the continued
expansion of the industry.

5. Model Development and Results for Question 2

Based on the comprehension and analysis of the second issue, we contend that the second issue
can be divided into two sub-issues: namely, analyzing the development of the global pet industry;
and formulating an appropriate mathematical model to predict the global demand for pet food in
the next three years. The following figure presents the fundamental procedure for addressing the

second issue.
5.1. Analyze the development of the global pet industry

We contend that the global pet market situation can be reflected through investigations in the
United States, France, and Germany. Given that the United States takes the lead in the pet
industry, guiding the trend of high-end consumption; while France and Germany present a
balanced pattern, actively embracing environmental-friendly and health-related trends. The
transparency of data and the stability of the market jointly depict the multiplicity of the pet
industry. Through the examination of pet cats, pet dogs, and the total number of pets, we are able
to observe the evolving course of global pet market

Firstly, from the Line chart, we can see that the global pet market has shown a steady growth
trend in recent years. This indicates that the demand and affection for pets are increasing globally,

and the pet industry is experiencing positive growth.

Specifically regarding pet types, the pet dogs bar chart shows the trend of changes in the
number of pet dogs in the United States. As one of the largest pet markets in the world, the
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number of pet dogs in the United States has certain representativeness. From the chart, we can see
that the number of pet dogs in the United States has fluctuated in recent years, but has generally
remained at a high level. This reflects the stability and vitality of the pet dog market in the United
States and indicates that pet dogs, as an important part of the pet industry, occupy an important
position in the global pet industry.

The pet cats bar chart compares the number of pet cats in the United States, France, and
Germany. From the chart, it can be seen that the number of pet cats in the United States is much
higher than in France and Germany, and has increased in recent years. This indicates that the
market demand for pet cats in the United States is very strong, and the pet cat industry has great
development potential. In contrast, the number of pet cats in France and Germany is relatively
stable, which may be related to the pet-keeping culture and consumption habits of these countries.

Dag Fopultion by County 2019-203) 3 upuaton by Courby (019-003

Pat Cats, Dogs, and Tokal Pets by Country (2013-2023)

Figure 9. Three countries’ pet dogs, cats, and total pet numbers

According to the figure, based on the changes in color intensity, the United States has become
lighter in color compared to 2019, indicating a significant decrease in the total number of pets. In
contrast, France and Germany have shown little change in color, suggesting that the total number

of pets in these two countries has remained relatively stable.

2019 2023
Figure 10. Global Pet Population Dynamic Charts

Based on the above analysis, we can draw the following conclusions: The global pet industry is
continuously growing and developing, with pet dogs and cats being the main types of pets, each
showing different market characteristics and trends. In developed countries such as the United
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States, the pet dog and cat markets show high vitality and growth potential. In European countries
such as France and Germany, the pet cat market is relatively stable. With the continuous
development of the global economy and the increasing demand for pets, the global pet industry is
expected to continue its steady growth trend.

5.2. Forecast the global demand for pet food

We collected sales data for pet food in the United States, France, Germany, and globally,
intending to use this metric as a representation of global demand for pet food. This is because the
data from the United States, France, and Germany provide regional support and show specific
demand trends in different markets.Global data aggregation reflects overall demand and is the

best indicator for analyzing and forecasting future demand.

The line chart for these four data points is shown below:

Sales of Pet Food by Region (2017-2023)
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Figure 11. Pet Food Sales in the US, France, Germany, and Global from 2017 to 2023

In the domain of artificial intelligence, when the Recurrent Neural Network (RNN) processes
sequential information, the multiplicative effect during the backpropagation of the gradient may
cause problems such as gradient vanishing or gradient explosion as the depth of the network
structure increases. The LSTM (Long Short-Term Memory) model has addressed the issues
existing in RNN when handling time-series signals.

Given the forecasting of multiple indicators, we decided that, unlike the first question where
ARIMA model was used for forecasting, in this question we will use a sliding window
mechanism to handle the time series input, combined with the memory units and gate control
mechanism of the LSTM model, which can effectively capture patterns and trends in time series.
Recursive prediction further extends the model’s capabilities to generate forecasts for several
years into the future. This method not only relies on historical data but also utilizes the correlation

between multiple features to provide a more flexible and accurate forecasting solution.

The prediction process of sliding window method combined with LSTM model is shown in the
following figure:
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Figure 12. Sliding Window Method Flowchart
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Figure 13. LSTM Model Diagram

The reason for our choice of using the sliding window method in combination with the LSTM
model lies in the fact that the ARIMA model presumes that the variations in data are linear and
stable. It demonstrates a relatively weak adaptability to complex non-linear patterns or
circumstances where multiple potential influencing factors exist. The pet industry might exhibit a
distinct upward trend, which fails to satisfy the stability requirements.

Furthermore, we utilized the sales of pet food from multiple countries for prediction. If the
ARIMA model were employed, a series of tests would be necessary and the autoregressive order
p and moving average order q, among other hyperparameters of the model, would have to be
determined for each dataset. By adopting the sliding window method in conjunction with the
LSTM model, not only can the process be simplified, but the LSTM model can also incorporate
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multiple feature variables. Simultaneously, the model is capable of learning the relationships

among these features, thereby enabling more accurate prediction of global demand.

Additionally, the LSTM model employs a sliding window mechanism to dynamically update
the input sequence for multi-step prediction. This process differs from that of the ARIMA model,
which relies on static formulas. Instead, it generates dynamic predictions through the model’s
memory mechanism and historical data.

To conduct predictions using the sliding window method in combination with the LSTM model,

the following steps can be adopted:
Step 1: Data standardization

In order to enhance the stability of model training, we scaled the data to the range of [0,1],
using the following formula to achieve this:

scaled — ﬁ (8)
Where:
is the original data value.
min 18 the minimum value in the dataset.
max1$ the maximum value in the dataset.
scaled 18 the normalized (scaled) value of X.

Step 2: Generate time series data

The creation of time series data is aimed at transforming historical data into a form that can be
input into the LSTM model. In this task, it is necessary to convert the raw data into a sliding
window structure, where each window encompasses the data of the past n time steps and predicts

the value of the next time step. For time series ={ 1, 2,.., 41y }-

We want to predict the value at time point T+1 based on the values at the first T time points.

For a window size T and a sequence Y, the input data can be represented as:

:{ — 9 =+l —1} (9)

Where represents a data sequence from time step — to — 1 used for predicting the

output at time step t. The output is the value we hope to predict based on the input sequence

Step 3: Model training

The LSTM model employs a specific gating mechanism to determine which information is to
be retained, updated, or forgotten. The computational process of each LSTM unit involves the

following components:

Input gate: Decides how much of the current input should be updated.

= (C [ - 1+ ) (10)
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Where, is the Sigmoid activation function, _; is the output from the previous time step,
is the input at the current time step, is the weight matrix, and  is the bias term.

Forget gate: Decides how much of the previous state information should be forgotten.
= ( [ -1 ] + ) (1 1)

Where, is the output of the forget gate, controlling the degree of forgetting of memory

information in the LSTM unit.
Candidate memory unit: Decides the update value of the memory based on the current input.
=tanh ([ -1, 1+ ) (12)
This step generates a candidate memory unit to supplement the memory in the LSTM.
Cell state update: Combines the forget gate and input gate to update the cell state.
= (13)
Where  is the current cell state, and  _; is the cell state from the previous time step.
Output gate: Decides the output of the current state.
= [ - 1+ ) (14)
Where is the output gate, controlling the activation values of the LSTM’s output. Final output:
= tanh () (15)

Where is the current output of the LSTM, which is used for calculations and predictions in the

next time step.
Step 4: Predicting Future Data Dynamically

Using a sliding window mechanism, we construct an input sequence, using the feature matrix

X and the target value y within a time window:

1y 21000y .
+1
21 3) ey +1
= =] *? (16)
— — 41 —-1]
For each time window ( , _1, _»,), the predicted target value is:
= ( -1 =2 —3) (17)

Use an LSTM model to predict the target value for the next year, ;. Connect the predicted

value, .1, to the current time window and update it as the new input.
Step S: Data restoration

During the inverse transformation, MinMaxScaler is applied to revert the data to its original
scale. The formula is as follows:
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scaled ( max = min) ¥ min (18)
Where:
X: The restored data, representing the actual predicted value.
scaled: The normalized value (in the range of 0 to 1) output by the model.

min  and  ax: The minimum and maximum values of the training data, used to map the
normalized value back to the original range.

Step 6: Results Presentation

The figure below shows the projected sales of pet food in the US, France, Germany, and the
global market over the next three years.

Sales of Pet Food (2017-2026)
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Figure 14. Forecast the global demand for pet food in the next three years

6. Model building and solution of question 3

Based on our understanding and analysis of the third question, we believe that the third
question can be divided into two sub-questions: analyze the development of China’s pet food

industry; and predict its production and export of pet food in the next three years.
6.1. Analyze the development of China’s pet food industry

Due to the limited data provided in the attachment, which only covers the Total Value of
China’s Pet Food Production and Total Value of China’s Pet Food Exports from 2019 to 2023, we
have collected additional data by conducting research and browsing various sources. This
includes Total Value of China’s Pet Food Production from 2016 to 2023, Total Value of China’s
Pet Food Exports from 2010 to 2023, and The scale of China’s pet food industry and China’s
GDP from 2010 to 2023, which allows for a more comprehensive analysis of the development of

China’s pet food industry based on China’s overall development.

From Problem 2, we can see that the trend of global demand for pet food is on an upward trend.
Based on the trend of global pet food market demand and China’s development, it is expected that
the pet food industry in China will continue to maintain a rapid growth trend in the coming years.

From the heat map, we can see that the pet food industry in China is expanding and developing
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continuously. And from the chart of GDP, we can see that the Chinese economy has been on the
rise, which provides a solid foundation and broad development space for the pet food industry in
China. This can also reflect the improvement of living standards, leading to an increase in pet-
keeping families, so the market demand is huge. At the same time, it also drives the industrial
upgrading and technological innovation, enhances the international competitiveness. The
government’s support is increasing, providing a guarantee for the industry development.

Heatmap of China's Pet Food Industry (2010-2023) 16 China's GDP (2010-2023)
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Figure 15. The heat map and line chart of China’s pet food industry development and China’s GDP

6.2. Predict the production and export of pet food

In order to predict the production and export of pet food, we still chose the LSTM model
combined with the sliding window method to predict the next three years. The results are shown
in the following figure:
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Figure 16. Forecast the production and export of pet food in the next three years

7. Model building and solution of question 4

Based on our understanding and analysis of Question 4, we believe that Question 4 can be
divided into two sub-problems: make an appropriate mathematical model; develop feasible
strategies for the sustainable development of China’s pet food industry.
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7.1. Make an appropriate mathematical model

To investigate the influence of the new foreign economic policies of European countries and
America on China’s pet food industry, we collected monthly data on the export volume and
export value of Retail packaged canned dog or cat food, Other retail packaged dog or cat food
feeds, Manufactured feed additives, and Unlisted formulated animal feed from 2015 to 2023 from
the official website of China Customs. We summed up these four indicators and regarded them as
the export volume and export value of China’s pet food, enabling a quantitative description of the

research issue.

The following bar chart shows the collected data, and it is clear that there are several months
with a significant decrease in both export volume and export value, which may be due to policies
implemented by the US and Europe.

Time

oM
000M
M

Total Export Value of Pet Food in China
-

200M

Total Export Volume of Pet Food in China

Figure 17. A bar chart showing export volume and export value.

We have collected some policies from 2015 to 2023.
Policy 1: EU Labeling Regulation Update (Jan 2018)

The European Union has adopted a new pet food labeling regulation, which requires imported
pet food to comply with stricter labeling and ingredient requirements, aiming to enhance
transparency and quality of pet food, which may have certain impact on China’s pet food exports.

Policy 2: Phase One Trade Agreement (Feb 2020)

The agreement includes lifting China’s ban on the import of pet food containing ruminant
animal ingredients, and simplifying related testing requirements. This provides more
opportunities for US pet food to enter the Chinese market, and may also lead to a decline in

Chinese pet food exports.
Policy 3: USMCA (Jul 2020)

This agreement replaces the North American Free Trade Agreement and ensures zero tariffs on
pet food trade between the United States, Canada, and Mexico. This enhances the competitiveness
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of North American pet food in the global market and counteracts the influence of Chinese pet

food globally.
Policy 4: EU Organic Labeling Regulation (Dec 2023)

The EU has updated its organic labeling requirements for pet food, stipulating that the EU
organic production logo can only be used if 95% of the agricultural ingredients in pet food are
organic. This policy raises the certification standards for organic pet food and increases demand
for pet food that meets environmental standards, which may have a certain impact on China’s pet

food exports.

The figure below shows the trend of export volume and export value with policy time points
highlighted:

1e0 China Pet Food Exports (Volume and Value) with Policy Impacts

— Export Volume (kg)

—— Export Value (CNY)

1757 —~- Phase One Trade Agreement (Feb 2020)
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—=—- EU Labeling Regulation Update (Jan 2018)

- EU Organic Labeling Regulation (Dec 2023)
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;
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Figure 18. A line chart showing export volume and export value

To investigate whether these policies have had a significant impact on China’s pet food
industry, we decided to establish a DID model with Total Export Value of Pet Food in China as
the dependent variable, reflecting the pet food industry in China.

Using a DID model to analyze the impact of foreign economic policies on China’s pet food
industry can effectively isolate the effects of policies from other external factors, control for time
and individual differences, and reduce bias. By comparing changes before and after policy
implementation, the DID model provides a clear causal inference, helping to quantify the specific
impact of policy interventions and is particularly suitable for panel data analysis, which is simple

and easy to interpret.
The mathematical form of the DID model can be expressed as:

Export Value = + Post + ,Treated + ;(Post x Treated )+ (19)
Where:

Export Value : The export value of pet food from China at time
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: A dummy variable indicating the time after the policy implementation (1 if after, 0
otherwise).

Treated : A dummy variable indicating the treated group (China). It equals 0 before the policy
implementation and 1 afterward.

x Treated : An interaction term representing the impact of the policy implementation on

China’s export value, capturing the marginal effect of the intervention.
: The error term capturing unobserved factors.

We aim to investigate the influence of four policies on the exports of pet food from China.
Therefore, it is necessary to create dummy variables for each policy to indicate the variations in
different time periods before and after the policy implementation, as follows:

Phase One Trade Agreement: This policy came into effect after February 2020. Therefore,
the time is coded as 0 before February 2020 and 1 afterward.

USMCA: This policy came into effect after July 2020. Therefore, the time is coded as 0 before
July 2020 and 1 afterward.

EU Labeling Regulation Update: This policy came into effect after January 2018. Therefore,
the time is coded as 0 before January 2018 and 1 afterward.

EU Organic Labeling Regulation: This policy will come into effect after December 2023.
Therefore, the time is coded as 0 before December 2023 and 1 afterward.

According to the DID model, the following results are shown in the table below:

Source S5 df Ms Number of obs = les
F(3, 104) = 59,98

Model 6.6850e+18 3 2.2017e+18 Prob > F = 8.00800
Residual 3.8176e+18 le4 3.6707e+l6 R-squared = 0.6337
Adj R-squared = 0.6232

Total 1.0423e+19 187 9.7487e+1l6 Root MSE = 1.9e+08

Figure 19. The results of the DID model regression

The DID model results (F = 59.98, P ; 0.001) confirm that the policy variables significantly
impact China’s pet food exports. An adjusted R? of 0.6232 indicates that 63.32% of the export
value variations are explained by these policies. This highlights the vital role of international

policies in fostering industry growth and provides insights for refining export strategies.
7.2. Develop feasible strategie
Below are feasible strategies for the sustainable development of the pet food industry in China:

A.Expand International Market Share: According to the forecast in Question 3, China’s pet
food export value will continue to grow. As global market demand rises, Chinese companies
should intensify efforts to expand their international market presence, leveraging free trade

agreements and relevant policies to further increase export share.
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B.Improve Product Quality and R&D Capabilities: As shown in the analysis in Question 4,
foreign policies have a significant impact on China’s pet food market. Therefore, Chinese
companies should focus on improving food quality, especially in the organic and environmentally
friendly pet food sector. Increased investment in R&D is crucial to ensuring that products meet

international market standards and enhancing competitiveness.

C.Adapt to Global Policy Changes: Global economic policies, particularly tariff policies from
Europe and the United States, have a notable impact on China’s pet food exports. Companies
should continuously monitor global policy trends, especially changes in tariff barriers and
labeling regulations. Based on the findings of Question 4, strengthening policy alignment with
countries like the U.S. and European nations is essential. Ensuring products meet international
regulatory requirements and actively promoting internationalization and standardization of

industry policies are key.

D.Optimize Domestic Market Development: While expanding into global markets, the
domestic market also holds significant potential. The forecast in Question 1 shows that China’s
pet industry will maintain steady growth. Enterprises should focus on brand building and market
promotion to increase consumer awareness of high-quality pet food, thereby enhancing market

share and providing stable support for exports.

E.Sustainable Development and Environmental Strategy: As global attention to
sustainability and environmental concerns increases, companies should integrate sustainable
development principles into their production processes. This not only helps to enhance brand
image but also facilitates obtaining more environmental certifications to meet the demands of
international markets. At the same time, optimizing resource use and reducing carbon footprints

will improve the overall competitiveness of enterprises.

F.Data-Driven Decision Making: Based on the DID model analysis from Question 4,
companies can quantify the impact of various policies on exports and optimize decision-making
through data-driven insights. This enables companies to make more precise strategies in global
competition, allowing them to respond quickly to market changes.

8. Conclusion
8.1. Model Advantages

This study employed a comprehensive analytical framework using factor analysis, ARIMA,
LSTM, and DID models. The factor analysis identified key drivers of industry growth by
reducing data complexity. The ARIMA model effectively provided short-term forecasts of
industry trends. The LSTM model, leveraging its advanced nonlinear capabilities, captured long-
term demand fluctuations. Lastly, the DID model quantified the impact of trade policies on
China’s pet food exports, offering valuable insights for policy evaluation. Together, these models
complement each other and enhance the reliability of the findings.
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8.2 Discussion of Research Findings

The research confirmed that socio-demographic shifts and rising incomes are key drivers of
China’s pet industry, with the ARIMA model suggesting cyclical fluctuations in demand. The
LSTM model projects long-term growth, highlighting the need for continued innovation. The DID
model underscores the significant influence of trade policies on China’s pet food exports. These
findings support the study’s core assumptions, though the potential for unforeseen regulatory

changes remains a limitation.
8.3. Research Limitations

The study has some limitations, including the reliance on limited data for predicting pet
industry trends, and the potential bias of using only a few representative countries. Additionally,
the policy effects analyzed focused only on negative impacts, and the study began with data as
recent as 2019, limiting long-term insights. Access to global pet data also posed challenges.

8.4. Future Research Directions

Future studies should expand the scope to include more pet species and integrate alternative
data sources like social media sentiment. Hybrid AI models, such as Transformer-based
architectures, could further enhance prediction accuracy. A more comprehensive analysis of
policy effects, both positive and negative, would provide a balanced perspective. Cross-country

studies could help better understand global market dynamics.

As the pet industry continues to evolve, data-driven insights will remain critical for shaping
business strategies, informing policy decisions, and ensuring sustainable industry growth. By
addressing existing research gaps and embracing emerging analytical methodologies, future
studies can contribute to a more comprehensive and actionable understanding of the pet industry’s

trajectory.
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Abstract

Economic policy uncertainty (EPU) has emerged as a critical factor influencing capital market
dynamics and corporate strategic decisions. This study employs the latest EPU index and M&A
transaction data from Chinese A-share listed companies spanning from 2014 to 2018 to
empirically investigate the impact of EPU on corporate behavior within China’s capital market.
The empirical results reveal that EPU significantly inhibits firms’ willingness to undertake M&A
decisions. Further analysis indicates that EPU exerts this inhibitory effect primarily by
undermining managerial confidence and then reducing corporate risk-taking propensity. This
study contributes to the literature by extending the analysis of EPU’s impact to the micro-level
behavior of managers particularly in the context of M&A decisions. The findings provide novel
empirical evidence for understanding how policy uncertainty shapes corporate strategy in

emerging markets and offer insights for policymakers and corporate managers.

Keywords: Economic Policy Uncertainty; M&A Decisions; Management Behavior

1. Introduction

Economic policy uncertainty (EPU) is a factor that has been widely recognized as an important
factor affecting macroeconomic performance (Baker et al, 2016). Any change in economic policy
may affect the macroeconomic environment, thereby significantly affecting the decision-making
behavior of market participants. Therefore, it is widely believed that similar effects of EPU may
also exist at the microeconomic level. Many studies have investigated this effect. In particular,
these studies have confirmed that EPU affects the business activities of enterprises (such as
investment and donation decisions) by affecting their operating costs, financing constraints, and
financing availability (Julio and Yook, 2012; Gulen and Ion, 2016; Chun et al, 2023). Enterprises
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are important market participants at the microeconomic level. Based on behavioral economics, the
behavior of individuals is affected by the environment. In order to fully understand the impact of
EPU at the microeconomic level, it is necessary to extend existing research by investigating other
types of market participants. This study aims to fill this research gap by observing how corporate
management is affected by EPU.

Existing literature has extensively explored how economic policy uncertainty (EPU) influences
corporate domestic investment (Julio and Yook, 2012; Baker et al, 2016; Gulen and Ion, 2016;
Nguyen and Phan, 2017; Liu et al, 2019). While most studies argue that EPU dampens corporate
investment—citing risk aversion (Bernanke, 1983; Bloom et al, 2007), reduced operational
efficiency (Boutchkova et al, 2012), and macroeconomic contractions (Baker et al, 2016)—
institutional variability remains underexamined. For instance, electoral cycles moderate the
impact of EPU: Jens (2017) documents post-election investment rebounds associated with
incumbent re-election, a finding that contrasts with the parliamentary-system evidence presented
by Julio and Yook (2012). These discrepancies highlight EPU’s heterogeneous effects across
political regimes. Mechanistically, EPU disrupts investment via two pathways: exaggerated future
cash flow uncertainty (Riddick and Whited, 2009) and amplified financing constraints (Jeong,
2002). In China’s policy-driven market, managerial risk aversion intensifies under EPU, as

ambiguous policies hinder strategic planning (Stokey, 2016).

This study advances the literature by examining managerial behavior in M&A decisions under
EPU. Using a sample of 4,188 Chinese A-share transactions (2004-2018), we find EPU
suppresses mergers by reducing corporate risk tolerance. Mediation analysis reveals that
acquirers’ prior M&A experience mitigates this effect, underscoring organizational learning.
Methodologically, we integrate event-study methodology with Probit regression to link EPU to
short-term market reactions and long-term synergies. Our findings reveal that EPU’s adverse
impacts concentrate in policy-sensitive sectors, challenging conventional wisdom that uncertainty
uniformly deters investment. Practically, the results inform policymakers seeking to stabilize
investor confidence in volatile regimes, while theoretically bridging macroeconomic uncertainty
with micro-level decision-making in emerging markets.

2. Theoretical Analysis and Research Hypotheses

The M&A decision is the starting point of the M&A transaction. The decision of the enterprise
to acquire or not is the result of identifying synergies. If the acquirer believes that synergies can
be obtained through M&A, it will initiate M&A.

On the one hand, the increase in economic policy uncertainty inhibits enterprises from making
M&A decisions. First, economic policy uncertainty affects the value of M&A options. Based on
real options, when economic policy uncertainty is high, the value of waiting options increases,
and the value of identifiable M&A synergies decreases, which inhibits enterprises from making
M&A decisions. Based on real options theory, when economic policy uncertainty is high, the
waiting option value is greater. Specifically, the higher the degree of uncertainty, the greater the

return on waiting for future investment, so the value of waiting is higher. In turn, companies
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reduce their current investment expenditures, which will inhibit corporate mergers and
acquisitions. According to real options theory, uncertainty will weaken companies' enthusiasm for
any form of investment, uncertainty increases the value of waiting, and makes companies cautious
in making investment decisions. Therefore, for the acquirer, the increase in economic policy
uncertainty makes the value created by mergers and acquisitions uncertain, and the value of the
waiting option is greater. For the acquirer, he believes that the merger synergy he has identified is
less than the value of the waiting option. The optimal behavior is the "wait-and-see" strategy, and
the merger and acquisition will be carried out when the external environment is clearer and more
information is available. Therefore, for companies facing high uncertainty, it is best to limit
investment and increase cash holdings to prepare for delaying investment to the next period
(Bernanke, 1983; Abel and Eberly, 1996; Bloom et al, 2007). Secondly, economic policy
uncertainty affects the risk-bearing capacity of enterprises, requiring them to be willing to initiate
mergers and acquisitions only when they identify greater synergies. In the presence of uncertainty,
corporate decisions tend to avoid risks, which is mainly due to the risk aversion of management
and is positively correlated with the level of uncertainty. From the perspective of corporate
management, the increase in economic policy uncertainty may make it difficult for corporate
management teams to judge future economic policy performance, thereby affecting corporate
investment decisions (Stokey, 2016). The uncertainty of future cash flows caused by economic
policy uncertainty will reduce the profitability of companies (Kahle and Stulz, 2013). As the
implementer of investment decisions, vague or pessimistic prospects will cause corporate
management to become conservative. Management will abandon certain high-risk and high-return
investment opportunities and maintain a low level of risk-taking (Kim and Kung, 2017).
Therefore, under economic policy uncertainty, management is unwilling to take too much risk of
M&A failure due to risk aversion, and instead adopts a corresponding conservative investment
strategy. Only when the acquirer identifies sufficiently high synergies will it make M&A
decisions. Finally, economic policy uncertainty affects the ability of companies to pay and
inhibits companies from making M&A decisions. The greater the economic policy uncertainty,
the higher the company's cash holdings (Demir and Ersan, 2017).Im et al. (2017) showed that
uncertainty significantly affects a company's cash holdings and dividends. Under high uncertainty,
companies tend to hold more cash. In these periods, cash is more valuable, and cash retention
serves as a precautionary measure for companies and investors. Therefore, the source of funds for
corporate mergers and acquisitions mainly comes from external financing, but the increase in the
level of economic and political uncertainty increases the difficulty of project financing (Gulen and
Ion, 2016) and financing costs (Pastor and Veronesi, 2012, 2013; Jens, 2017). Government policy
uncertainty reduces the capital supply of the economy and increases friction in financial markets.
These effects have been verified during the spread of the COVID-19 pandemic. Companies under
high economic policy uncertainty choose to be more conservative or are forced to become more
conservative due to market conditions (Bloom, 2009, 2014). Based on the risk premium effect of
capital under uncertainty, economic policy uncertainty increases financing costs and weakens the
marginal rate of return on capital (Tan and Zhang, 2017), making it impossible for companies to

initiate mergers and acquisitions.
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On the other hand, rising economic policy uncertainty prompts acquirers to make merger and
acquisition decisions. First, economic policy uncertainty affects option value. Based on the
growth option theory, higher economic policy uncertainty increases the identifiable merger and
acquisition synergies, which encourages companies to make merger and acquisition decisions.
Due to China's highly competitive environment, it is more appropriate to explain the reasons for
mergers and acquisitions in enterprises under economic policy uncertainty based on growth
options (Gadiesh, 2008). Based on the theoretical logic of the growth option theory, the acquirer
can identify higher synergies under economic policy uncertainty, that is, when opportunities
appear in the future market, the acquirer (option holder) can exercise the right to convert the
synergies brought by mergers and acquisitions into market advantages, such as producing a new
generation of products through horizontal mergers and acquisitions, opening up new markets
through mixed mergers and acquisitions, etc. At the same time, the cost paid is fixed. It can be
said that economic policy uncertainty increases the marginal benefits that can be obtained from
successful mergers and acquisitions, and the returns increase significantly based on the long-term
perspective. Therefore, economic policy uncertainty promotes the acquisition synergies identified
by the acquirer. The best choice is to bear the risk of economic policy uncertainty and execute the
merger and acquisition decision. Secondly, economic policy uncertainty affects the willingness of
enterprises to merge and acquire. First, the higher the economic policy uncertainty, the lower the
probability of changes in corporate executives. Stable management is conducive to better
development of enterprises. Management will believe that they will not be at risk of being fired,
thereby increasing the risk-bearing capacity of enterprises. Second, in order to avoid the possible
uncertainty brought about by the new policy orientation and implementation effect affecting the
sustainability of the company's endogenous growth, companies seize the market or enter new
markets through mergers and acquisitions to achieve strategic transformation and enhance their
risk resistance. In order to better develop and avoid the impact of policy changes on their industry,
companies may strengthen their leading advantages in the industry through horizontal and vertical
mergers and acquisitions, or enter new fields through mixed mergers and acquisitions.

Based on theoretical analysis, economic policy uncertainty has multiple impact mechanisms on
corporate merger and acquisition decisions, and will lead to different results. Therefore, based on
the above analysis, this paper proposes the following competitive hypotheses:

HI1: The increase in economic policy uncertainty inhibits companies from making merger and

acquisition decisions.

H2: The increase in economic policy uncertainty promotes companies to make merger and

acquisition decisions.

3. Data, Variables and Methodology
3.1. Data

This research analyzes a dataset which includes Chinese M&As announced over the period of
January 2014 to December 2018. The dataset is collected from China’s Stock Market and
Accounting Research database (CSMAR). The acquirers included in this study are all public firms,
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while there is no limitation on the targets which could be public, private, or subsidiary firms.
Following Golubov et al. (2012)’s study, we exclude the deals classified as bankruptcy
acquisitions, liquidations, leveraged buyouts, privatizations, repurchases, restructurings, reverse
takeovers and going private transactions as we are interested in the transactions which can
represent a transfer of control. We are interested in the transactions which can represent a transfer
of control, so we exclude some deals following Golubov et al. (2012)’s study. In order to have
controls over deal characteristics, the M&As dataset must include information on complete deal

status. Filtered by these requirements, in total, there are 4188 M&A deals left in the test period.
3.2. Variables

In order to solve the research problem of this paper, the variables are defined as follows.

(1) Dependent variable

M&A decision: A dummy variable indicating that the acquirer decides to initiate a merger.
Drawing on the research methods of Caiazza et al. (2016), if the company has at least one merger
in the year, it takes 1; otherwise, it takes 0.

(2) Independent variable
The EPU index: This paper uses the China Economic Policy Uncertainty Index compiled by

Huang and Luk (2020) to measure. Huang and Luk (2020) constructed an overall economic policy
uncertainty index for China based on the text of mainland Chinese newspapers. The index
selected ten mainland Chinese newspapers through the electronic newspaper information database
provided by Wisenews: Beijing Youth Daily, Guangzhou Daily, Jiefang Daily, People's Daily
(Overseas Edition), Xinwen Morning Post, Southern Metropolis Daily, Beijing News, Jinwanbao,
Wenhui Daily and Yangcheng Evening News. The frequency of articles containing economy,
uncertainty and policy was recorded with reference to the method of Baker et al. (2016). This
paper follows the approach of Wang et al. (2014), converts the monthly data into annual data by
taking the arithmetic mean, and divides it by 100 to obtain the annual economic policy
uncertainty index. Because the decision-making of mergers and acquisitions is not made
overnight and takes a lot of time, the index of the year before the merger is used for measurement.

(3) Control variables

In order to control other factors that affect merger and acquisition decisions, such as company
characteristics, this paper refers to existing studies to study the variables that may affect merger
and acquisition decisions, including company financial characteristics and corporate governance

characteristics, and shrinks the continuous variables in the above control variables at the 1% level.

Table 1. Definition and description of main variables

Category Variable Variable Name Variable Definition
Symbol
Dependent Decision M&A Decision Takes 1 if the firm initiates a merger or
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Independent EPU Economic Policy Annual indicator calculated as the arithmetic
Variable Uncertainty average of monthly EPU indices in the year

prior to the M&A, divided by 100.

Control Size company size Ln( Number of employees+1 )
Variables
Lev capital structure Total liabilities/ Total assets
Roa Return on assets = net profit after tax / total
Return on assets
assets
BM Book-to-Market Ratio Total assets divided by (market capitalization

of the stock x 1,000).

Growth Growth rate of sales Sales- sales / sales

Board Board size Ln( Number of directors+1 )

INdep Proportion of independent ~ Number of independent directors /Number of
directors directors

State Ownership Nature Takes 1 if the firm is state-owned, 0 otherwise.

3.3. Empirical model

The empirical model is shown in model (1). Given that the M&A decision is a binary variable,
the Probit model is used for estimation. Among them: i represents the enterprise, t is the year, is
whether the 1 company has an M&A in year t; EPU is the economic policy uncertainty in the year
before the M&A; is other control variables that affect the M&A decision; is the corresponding
estimated coefficient of each variable; INDUSTRY is an industry dummy variable, according to
the latest version of the China Securities Regulatory Commission's industry classification
standards in 2012; refer to the method of Nguyen and Phan (2017), given that the independent
variable is an annual variable, only the industry fixed effect is controlled.

Decisionj,t = B, + BEPU + B, X.Controls,,, + X INDUSTRY + § (1)

4. Results
4.1. Descriptive Statistics

Table 2 reports the descriptive statistics of each research variable. The correlation coefficients
between variables are all less than 0.65, which meets the requirements. The high significance
indicates that the model does not have serious multicollinearity interference and the control
variables are reasonably selected.
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Table 2. Descriptive statistics of variables

Variable Observed  Mean SD Minimum Maximum
Decision 30037 0.290758 0.454116 0 1

EPU 30037 1.301384 0.290791 0.759958 1.657432
Size 30037 22.02444 1.239267 19.59805 25.83009
Lev 30037 0.460083 0.198649 0.062455 0.8869212
Roa 30037 0.040611 0.056805 -0.17534 0.21202
BM 30037 1.043784 0.962224 0.105536 5.420781
Growth 30037 0.195782 0.456768 -0.5745 3.020718
Board 30037 2.167177 0.20225 1.609438 2.70805
Indep 30037 0.368045 0.051912 0.272727 0.5714286
State 30037 0.229351 0.420419 0 1

4.2. Regression Results

Table 3 reports the regression results of economic policy uncertainty on corporate M&A
decisions. It can be seen from the table that the regression coefficient of economic policy
uncertainty EPU is -0.046, which is significantly negative at the 1% level, that is, if the policy
uncertainty is high in this year, the possibility of corporate M&A in the next year is small,
indicating that the economic policy uncertainty in the previous year will reduce the M&A
decision of the company in the next year. This result verifies hypothesis H1. The marginal effect
of EPU obtained by the margins command in Stata is -0.00096, indicating that for every 1
percentage point increase in economic policy uncertainty, the possibility of corporate M&A
decreases by 9.6 percentage points.

Table 3. Regression Results for EPU on M&A decision

Decision
EPU -0.046%***

[-5.08]
Size 0.131%**
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[21.37]
Lev 0.399%**
[10.74]
Roa 0.528***
[4.59]
BM -0.118%**
[-14.70]
Growth 0.133%*x*
[11.02]
Board -0.330%***
[-10.26]
Indep -0.686***
[-5.70]
State -0.142%*
[-1.55]
INDUSTRY YES
_cons -2.484**
[-2.96]
N 30037
adj. R2 0.0499

Note: The values in brackets are t values, * p < 0.1, ** p <0.05, *** p <0.01

5. Discussion

Risk-taking refers to the choice of the expected return level and the degree of willingness to
bear losses when making investment decisions. It indicates the willingness and ability of
enterprises to bear uncertainty and reflects the willingness and tendency of enterprises to pay the
price when pursuing high profits (Lumpkin, 1996). With the development of research, the
connotation of corporate risk-taking has continued to develop, including more diverse

management decisions, and has become a manifestation of managers' reasonable control of risks
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and optimization of corporate decisions. The uncertainty of economic fundamentals will
significantly change the risk preferences of economic entities (Bekaert et al., 2009), and the
increase in economic policy uncertainty increases the uncertainty of corporate economic
fundamentals. It can be inferred that economic policy uncertainty can change the risk preferences
of economic entities. The existence of the risk aversion effect of corporate investment makes risk-
taking a possible path for economic policy uncertainty to affect corporate behavior (Bloom, 2009).
Companies with low risk-taking will only make M&A decisions when they identify higher
synergies. Therefore, economic policy uncertainty affects M&A decisions by affecting corporate
risk-taking. Most existing literature measures corporate risk-taking through the volatility of
corporate profits (Boubakri et al, 2013), but the volatility of corporate profits is the result of risk-
taking and is based on a rearview mirror perspective. At the same time, other factors in the macro
environment will also affect the volatility of corporate profits. Therefore, corporate risk-taking
measured by the volatility of corporate profits cannot test the impact path of economic policy
uncertainty on M&A decisions.

Corporate risk-taking is a variety of management methods for managers to reasonably control
risks and optimize corporate decisions. Its essence is a choice of investment (Hilary and Hui,
2009). Behavioral finance theory believes that social individuals generally have an overconfident
psychological bias (Taylor and Brown, 1988; Yu et al, 2006; Jiang et al, 2009). Overconfident
managers are likely to bring more risk-taking to the company (Baker et al, 2012). Overconfident
managers choose active investment strategies under stronger risk preferences, thereby increasing
the company's risk-taking level. Therefore, this section selects the pre-factor that affects corporate
risk-taking—management overconfidence—as a proxy variable for corporate risk-taking to test

the impact path of economic policy uncertainty on M&A decisions.

Overconfidence will affect companies' M&A decisions. Management overconfidence makes
them overestimate their abilities and importance to the company, and they believe that they will
not be at risk of being fired in the case of economic policy uncertainty, thereby increasing the
company's risk-taking capacity and willingness to make riskier investments, such as innovation,
mergers and acquisitions, etc. From the perspective of risk response, in order to avoid the adverse
effects of new policy orientations and implementation effects on the sustainable endogenous
growth of enterprises, companies will enter new markets or consolidate existing markets by
initiating mergers and acquisitions to resist possible risks. However, overconfident managers will
ignore negative news in mergers and acquisitions. This overconfidence also makes it impossible
for management to objectively evaluate the benefits of mergers and acquisitions (Malmendier and
Tate, 2008; Malmendier and Nagel, 2011), ignoring risks and insisting on implementing M&A
decisions.

Economic policy uncertainty is a macro environment, and managers, as social individuals, are
also affected by the external environment. Managers' overconfidence is not static. Individuals will
deal with external changes based on the limited information and capabilities they have, and form
subjective expectations for the future. This expectation will react to form managers' confidence,
thereby affecting whether they make M&A decisions. Therefore, this section examines whether

the path of "economic policy uncertainty affects M&A decisions by affecting corporate risk-
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taking" is established by testing whether the mediating effect of management overconfidence
exists.

This article refers to the research of Tang et al. (2017) and uses the executive shareholding
change index to measure executive overconfidence (OC) after excluding objective reasons such as
additional share issuance and equity incentives. In order to test whether the mediating effect of
executive overconfidence is established, shareholding changes should occur before the merger,
but it is difficult to match the time of company announcements and the time of executive
shareholding changes one by one. This article uniformly examines the explanatory variables in
the year before the announcement of the merger. That is, if the executive still increases his
holdings of the company's stock when the basic earnings per share growth rate in the previous
year is negative, the value is assigned to 1, representing overconfidence, otherwise it is 0.

Based on the test method proposed by Wen et al. (2004), this paper constructs the following
model to verify whether the mediation effect exists:

Decision; 1 = P, + BEPU + B, Y. Controls,,, + X INDUSTRY + ¢, (2)

OC =y,+y,EPU +y, ¥ Controls,, |+ > INDUSTRY +¢, (3)

it-1

Decision;, = 6, +6,EPU , +6,0C+6, 2. Controls,, , + > INDUSTRY +¢, 4

i1

The regression results based on the mediation effect test procedure are as follows. First, column
(1) of Table 4 lists the regression results of the premise estimation model (2), that is, the
regression coefficient of economic policy uncertainty EPU is significantly negative at the 5%
level. Secondly, column (2) lists the impact of economic policy uncertainty EPU on the mediating
variable OC in the estimation model (3), that is, whether economic policy uncertainty affects
management overconfidence. The regression coefficient is not significant. At this time, a further
Sobel test is required. Table 5 reports the results of the Sobel test. The Sobel test P value of the
mediating effect is less than 0.1, indicating that the mediating effect of management
overconfidence exists. This shows that economic policy uncertainty can affect managers' M&A
decisions by "shaping (suppressing)" their psychological emotions of overconfidence. Therefore,
the path of "economic policy uncertainty affects M&A decisions by affecting corporate risk-
taking" is established.

Table 4. EPU, Managers overconfident and M&A decision

6)) (2)
Decision oC

EPU -0.046%* -0.042
[-2.08] [-1.29]
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Size 0.131%*** 0.028***

[21.37] [3.25]
Lev 0.399%*** -0.797***

[10.74] [-15.23]
Roa 0.528*** 0.905%**

[4.59] [5.67]
BM -0.118*** 0.117%***

[-14.70] [10.42]
Growth 0.133%** 0.005

[11.02] [0.26]
Board -0.330%** 0.006

[-10.26] [0.12]
Indep -0.686*** 0.313*

[-5.70] [1.90]
State -0.142%** -0.243***

[-9.55] [-10.74]
INDUSTRY YES YES
_cons -2.484%** -1.988***

[-16.96] [-9.38]
N 28183 28183
adj. R2 0.043 0.0316
Note: The values in brackets are t values, * p < 0.1, ¥* p <0.05, *** p <0.01

Table 5. Sobel Test
Coef Std Err Z P>|Z|

Sobel 0.00154916 0.00031077 4.985 6.201e-07
Goodman-1 (Aroian) 0.00154916 0.00031217 4.963 6.955e-07
Goodman-2 0.00154916 0.00030938 5.007 5.518e-07

59



Accounting, Marketing and Organization, 2025, 1(1), 1000042 ‘@‘

https://doi.org/10.71204/n5b24y27 Cscrovar
Coef Std Err z P>|Z|

a coefficient = 0.027055 0.004423 6.11637 9.6e-10

b coefficient = 0.05726 0.006656 8.60255 0

Indirect effect = 0.001549 0.000311 4.98484 6.2¢-07

Direct effect = 0.029887 0.006993 4.2735 0.000019

Total effect = 0.031436 0.006996 4.4936 7.0e-06

Proportion of total effect that is mediated: 0.0492801

Ratio of indirect to direct effect: 0.05183451

Ratio of total to direct effect: 1.0518345

6. Conclusions

Economic policy uncertainty inhibits corporate M&A decisions. Through the test of the
mediating effect of management overconfidence, the establishment of the mediating effect shows
that economic policy uncertainty has a "shaping" effect on managers' overconfidence. A high
level of economic policy uncertainty can "shape" (inhibit) managers' overconfidence and thus
affect their M&A decisions. Therefore, the path that "economic policy uncertainty inhibits M&A
decisions by affecting corporate risk-taking" is established.
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Abstract

Amidst the broader context of digital transformation and the rapid advancement of information
technology, artificial intelligence (AI) is progressively reshaping the methodologies and
efficiency of financial statement analysis. It also greatly enhances the ability to predict and
analyze financial data and financial reports. This paper presents a comprehensive review of the
literature concerning the application of Al in financial statement analysis, delineating the progress
and current status of Al technologies in this domain. It explores the core Al technologies and their
practical applications. Furthermore, it analyzes the advantages and challenges associated with the
integration of Al in financial statement analysis, and offers insights into potential future research
directions. The objective is to provide a valuable resource for advancing the in-depth application
and research of Al in this field.

Keywords: Artificial Intelligence; Financial Statement Analysis; Financial Metrics; Machine

Learning

1. Introduction

Financial statement analysis serves as a critical foundation for corporate financial management,
investment decision-making, and creditor assessment. Traditional manual analysis, however, is
inherently limited by processing inefficiencies, a narrow analytical scope, and challenges in result
verification. The advent of artificial intelligence (Al) presents new opportunities and challenges
for financial statement analysis and financial management, leveraging its superior data processing
capabilities for more efficient and accurate data mining and analysis. In recent years, numerous
scholars have investigated the application of Al in financial statement analysis, yielding
significant results. Within this context, a systematic review of the application of artificial
intelligence in financial statement analysis is presented. This review aims to elucidate the
practical value of technology in empowering financial management and driving the intelligent

transformation of accounting. Furthermore, it provides a theoretical foundation for enhancing
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corporate decision-making and improving risk management capabilities. The limitations of

current research are also addressed, offering insights for future research directions.

This study focuses on the application of Al in financial statement analysis. Utilizing the China
National Knowledge Infrastructure (CNKI) database, we conducted a comprehensive search,
screening, and synthesis of literature related to the topics of "AI" and "financial statements,"
resulting in 263 academic journal articles and 548 dissertations. To ensure the authority and
timeliness of the theoretical underpinnings, we limited the source selection to "Peking University
Core Journals" and "SCI" publications, and the publication timeframe to "2019-2024," yielding a
final set of 41 relevant articles.

2. Core Technologies in Artificial Intelligence

The conceptual origins of Artificial Intelligence (Al) and its subset, Machine Learning (ML),
can be traced back to Turing (1950) and Samuel (1959), respectively. Turing introduced the
concept through the "Imitation Game" to assess a machine's capacity to simulate human-like
behavior (Liaras et al., 2024). The analysis and integration of Al in financial reporting are
projected to profoundly impact corporate finance. Over the past decade, significant advancements
in machine learning, deep learning, natural language processing, forecasting, and analytics have
fundamentally altered our methods of management and reporting. While traditional financial
reporting has predominantly relied on manual inputs and extensive auditor involvement, these
processes are increasingly being augmented or supplanted by novel Al-based technologies.

2.1. Machine Learning

Machine learning, a pivotal subfield within artificial intelligence, was initially conceptualized
by Arthur Samuel in 1959 while at IBM, as noted by Gogas and Papadimitriou (2021). It
primarily pertains to the capacity of Al systems to learn from data, particularly in pattern
recognition tasks. The principal paradigms of machine learning encompass supervised and
unsupervised learning. Supervised learning, which utilizes labeled datasets comprising input
features and corresponding output labels, enables algorithms to discern the mapping between
inputs and outputs, finding application in financial indicator forecasting. Conversely,
unsupervised learning, operating on unlabeled data, facilitates the discovery of inherent data
structures and patterns, commonly employed in financial data clustering and anomaly detection
(Windmann, 2020). Through algorithmic processes, computers are empowered to autonomously
analyze data, extract knowledge, and subsequently generate predictions or make decisions without
explicit programming instructions (Feng, 2024). Within financial reporting, machine learning
techniques can facilitate the precise identification of optimal models, automate data input, and

evaluate their economic implications.
2.2. Deep Learning

Deep learning, a subfield of machine learning, employs multi-layered neural network
architectures to process and analyze intricate data patterns. Specifically, models such as LSTMs
and autoencoders can be leveraged to detect temporal anomalies or pattern deviations within
financial datasets, thereby facilitating financial fraud detection. As posited by Heaton et al. (2017)

deep learning is capable of identifying latent patterns and trends within data that are not

64



Accounting, Marketing and Organization, 2025, 1(1), 1000062 ‘@‘
https://doi.org/10.71204/dd26he23 CscHorar

discernible through conventional economic theories. Furthermore, the application of Transformer
networks or temporal convolutional networks for forecasting key financial metrics, including
future revenue and profit, enhances the precision of financial predictions and trend analyses.
Notably, deep learning excels in identifying and utilizing data interactions, a capability currently
unmatched by existing financial accounting theories (Kapoor et al., 2017).

2.3. Natural Language Processing

Natural Language Processing (NLP) enables computers to comprehend, interpret, and generate
human language, facilitating intelligent human-computer interaction. This encompasses sentiment
analysis, topic modeling, and text analytics. The application of NLP techniques has significantly
enhanced the comprehension and evaluation of human language, thereby improving the accuracy
with which systems interpret reports, enabling the extraction and synthesis of critical information
from unstructured textual sources (Pan and Zhang, 2024). The primary utility of this technology
lies in the processing of extensive documentation, the integration of financial data, and the
generation of reports, thereby providing a robust foundation for financial compliance assessments.
Furthermore, a voice-interactive analytical system is essential for the rapid and precise
comprehension and response to natural language queries. Through a system integrating speech
recognition and natural language processing technologies, users can directly interact with
financial analysis systems via voice, thereby obtaining swift and intuitive data insights (Zeng,
2024). Such analytical and interactive methods facilitate more efficient data retrieval, streamline
access to extensive databases, and enable financial professionals with varying levels of expertise
in artificial intelligence technologies and algorithms to utilize analytical tools for complex
financial data processing.

3. Current Applications of Artificial Intelligence Techniques in Financial Statement
Analysis

3.1. Improve Work Efficiency and Reduce Human Error Rates

The integration of Artificial Intelligence (Al) facilitates the automation of financial statement
analysis, thereby minimizing manual intervention and significantly enhancing analytical
efficiency. Historically, financial analysis and management have heavily relied on manual
computations, which are not only time-consuming and labor-intensive but also often yield
suboptimal results in terms of both quality and efficiency. The incorporation of Al into financial
analysis and management transforms complex and challenging manual calculations into
streamlined, logical processes. This not only alleviates the workload of financial personnel but
also substantially improves the quality and efficiency of financial analysis (Lu, 2024). During the
financial statement preparation phase, Al can autonomously gather, organize, and analyze data,
generating reports in accordance with established accounting principles and standards. This
eliminates the need for manual data entry and calculations by financial staff, thereby conserving
considerable time and resources. Furthermore, Al can promptly respond to data fluctuations,

updating financial statements in real-time to maintain data currency. This provides businesses
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with timely financial information, thereby supporting the immediacy required for effective

decision-making.

Manual financial statement analysis is susceptible to subjective influences, such as fatigue,
oversight, and varying levels of professional expertise, which can lead to errors. Al, through its
automated data processing capabilities, mitigates human interference, thereby reducing the
likelihood of human errors and inaccuracies, and enhancing analytical precision. In data
acquisition and input processes, Al leverages Optical Character Recognition (OCR) technology
and interfaces with Enterprise Resource Planning (ERP) systems to prevent manual input errors.
During data classification and annotation, Al operates based on predefined rules and models,
minimizing the subjectivity and uncertainty inherent in human judgment. In auditing and risk
assessment, Al provides comprehensive, objective data analysis, enabling more accurate
identification of potential risks and anomalies, thereby avoiding the omissions and misjudgments
that may occur in manual audits.

3.2. Data Processing and Cleansing

The scope of data sources within financial statements is extensive, often encompassing issues
such as incompleteness, errors, and redundancies. Traditional methodologies for addressing these
challenges exhibit low efficiency and compromised accuracy. Data mining and machine learning
algorithms, integral to artificial intelligence, offer effective solutions. A review of current
literature indicates that Al can leverage clustering algorithms to categorize and organize financial
data, thereby identifying and isolating anomalous data points for targeted remediation.
Furthermore, neural network algorithms can be employed to discern patterns within existing data,
enabling the prediction and imputation of missing data, thus enhancing data integrity and
precision. This, in turn, provides a robust foundation for subsequent financial statement analysis.
Data cleansing is a critical step in ensuring data integrity, encompassing the identification and
rectification of erroneous data, the elimination of duplicate records, and the imputation of missing
or null values (Zeng, 2024).

In financial data processing and analysis, the timely and accurate detection of anomalies is
paramount for both corporate entities and financial professionals. Deep learning-based intelligent
systems offer the capability to automatically identify data anomalies, trigger alerts, and
disseminate notifications to relevant departments (Cao, 2024). By integrating anomaly detection
algorithms into financial systems, organizations can enable real-time analysis of financial data,
thereby facilitating the identification of unusual transactions and data points. This proactive

approach aids in mitigating risks and minimizing potential financial losses.
3.3. Financial Indicator Calculation and Automation of Financial Reporting

Financial metrics constitute a critical component of financial statement analysis; however,
traditional computational methods exhibit inefficiencies when processing extensive and intricate
datasets. Recent research indicates that the application of decision tree algorithms, a machine
learning technique, to corporate financial data facilitates the automated computation of key
financial ratios, including solvency, profitability, and operational efficiency metrics. Furthermore,

these algorithms enable the construction of decision tree models that visually represent the
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interrelationships among these financial indicators, thereby elucidating their impact on a firm's
financial standing. According to Feng (2024), intelligent ratio analysis leverages artificial
intelligence to automate the calculation and in-depth analysis of critical financial ratios derived
from financial statements, utilizing natural language processing and machine learning
methodologies. This system autonomously extracts pertinent data from financial statements and
performs real-time calculations of various financial ratios, thereby significantly enhancing
analytical efficiency and minimizing errors associated with manual computation (Heaton et al.,
2017).

Leveraging artificial intelligence, the system can automatically generate key financial
statements, including balance sheets and income statements, by compiling and analyzing core
financial data (Yang, 2025). Leveraging historical financial statement data, artificial intelligence
(Al) algorithms analyze inter-account relationships and data trends to classify and process new
data inputs accurately. This automation accelerates report generation and enhances data
consistency, mitigating human error and discrepancies. Natural Language Processing (NLP)
enables computers to interpret and process textual financial information, converting narrative
descriptions into structured data or automatically generating financial reports based on textual
instructions. This technology streamlines and standardizes the entire data-to-report process. Post-
generation, Al performs preliminary audits, comparing data against historical benchmarks,
industry standards, and predefined risk thresholds to identify anomalies and potential risks,
generating audit reports. Al promptly flags imbalances in the balance sheet or unusual
fluctuations in the income statement, prompting further review by financial professionals (Mei,
2024).

3.4. Financial Risk Early Warning and Fraud Detection

The timely and accurate identification of corporate financial risk is critical for organizational
survival and growth. Al-driven financial risk early warning models, which integrate both financial
and non-financial indicators, can enhance the accuracy and timeliness of risk assessments. Qi
(2024) demonstrates the application of the Isolation Forest algorithm in detecting anomalous
transaction patterns within financial statements, thereby identifying potential instances of
financial fraud. Furthermore, the construction of Long Short-Term Memory (LSTM) models in
deep learning, trained on historical financial data and market environment data, has shown the
capacity to predict potential financial risks in advance. This approach offers superior predictive
accuracy and stability compared to traditional financial risk early warning models. Specifically,
artificial intelligence (AI) can conduct in-depth analyses of corporate financial statements,
transaction records, and market trends, accurately identifying risk points often overlooked by
traditional methods (Chen, 2024). Furthermore, Al can integrate with a company's current status
and market environment to comprehensively assess financial risks, enabling quantitative risk

evaluations and providing enhanced decision support (Chen and Shi, 2024).

Financial fraud significantly impairs the veracity and reliability of financial statements, posing
substantial risks to investors and markets. Al technology demonstrates unique advantages in
detecting financial fraud. Leveraging its robust data processing and analytical capabilities, Al

offers a novel approach to fraud detection, serving as a potent tool for ensuring the authenticity
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and reliability of financial information. By employing support vector machine algorithms and
selecting key financial statement indicators and relevant non-financial metrics as feature variables,
the presence of financial fraud can be classified and predicted. The application of Al in financial
fraud detection markedly improves the efficiency and accuracy of fraud identification. Traditional
manual methods are limited by the vastness and complexity of financial data, making it
challenging to comprehensively and promptly uncover fraud indicators. In contrast, Al models
can rapidly process extensive data, uncover hidden correlations and anomalous patterns, and
promptly identify potential financial fraud, thereby providing robust decision support for internal
corporate audits, external regulatory bodies, and investors. As Al technology continues to evolve
and improve, its application in financial fraud detection holds significant promise. Future
developments may involve deep integration with emerging technologies such as blockchain and
cloud computing.

4. Challenges of Applying Artificial Intelligence to Financial Statement Analysis
4.1. Data Integrity and Security Concerns

Within financial reporting, the safeguarding of data and the maintenance of privacy in the
context of artificial intelligence (Al) are emerging as critical challenges. The efficacy of Al-
driven analysis is contingent upon data integrity; inaccuracies, omissions, or manipulations within
financial datasets can engender biased or erroneous analytical outcomes. Furthermore, financial
data encompasses sensitive corporate information, thereby exposing organizations to security
vulnerabilities, including data breaches and cyberattacks, throughout the data acquisition, storage,
and transmission phases (Tian et al., 2017). Our methodologies involve meticulous Al-based
analysis and processing of extensive datasets to ensure the transparent presentation of
economically sensitive information within digital environments, concurrently illuminating
potential risks. Inadequate protective measures render organizations susceptible to unintended
data disclosures or malicious software intrusions. Consequently, ensuring data quality and
security constitutes a paramount challenge in the application of Al within financial statement
analysis.

In addition to the prevalent threat of external cyberattacks, data security and privacy breaches
can also arise from the inappropriate actions of internal personnel. Employees may inadvertently
or maliciously disclose confidential data and information, such as sales records and cost structures,

due to negligence or bribery from competitors (Xu and Chen, 2025).
4.2. Explainable Artificial Intelligence of the Model

Numerous artificial intelligence models, including deep learning models, are constructed upon
intricate mathematical algorithms and neural network architectures. Their internal decision-
making processes are often opaque, resembling a "black box," which complicates the direct
interpretation of model outputs. The black-box nature of artificial intelligence (AI) technologies
presents challenges to interpretability and transparency in their application within financial
management and financial reporting. While traditional financial decision-making processes are

characterized by clarity and traceability, Al systems often employ intricate algorithmic models.
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Consequently, the internal logic and decision-making rationale of these systems can be difficult
for non-specialists to comprehend (Yang, 2025). In financial statement analysis, analysts and
decision-makers require a clear understanding of the rationale and logic underpinning analytical
results. The inherent lack of explainability in these models restricts the application and broader
adoption of Al technologies in specific contexts.

Furthermore, in the era of intelligent finance, the design of enterprise financial big data
analysis models is paramount, serving as the foundation for the intelligent and visual analysis of
financial data. Key considerations must be addressed in the design of such models. A growing
body of literature indicates a significant increase in the application of machine learning
techniques within accounting and finance. Advanced mathematical models, such as unsupervised
machine learning techniques, have become essential for modeling the complex, non-linear
relationships within financial systems. Heaton et al. (2017) also concluded that deep learning
models are poised to exert an increasingly significant influence on financial statement analysis
and financial practice, particularly in scenarios where predictive accuracy is critical.

4.3. The Scarcity of Specialized Expertise

The application of artificial intelligence (AI) in financial statement analysis necessitates
professionals possessing a hybrid skill set, encompassing both financial acumen and proficiency
in Al technologies. Currently, there is a scarcity of such specialized personnel. A significant
portion of finance professionals exhibit limited comprehension and practical application of Al
techniques, while Al specialists often lack a comprehensive understanding of financial domain-
specific knowledge and analytical requirements. This disparity constrains the comprehensive
integration and advancement of Al within financial statement analysis. Furthermore, the
accounting sector in China faces challenges related to unqualified practitioners. These individuals
may struggle with the effective utilization of Al and could be susceptible to unethical practices,
such as tax evasion and fraudulent accounting, driven by financial incentives. Such actions not
only disrupt the operational integrity of the accounting profession but also impede the progress of
Al technologies within the field (Peng, 2024). Consequently, it is imperative for traditional
accountants to adapt to the evolving landscape by enhancing their technical skills and continuous

professional development to remain relevant.
4.4. Legal and Regulatory Frameworks and Ethical Considerations

Given China's nascent stage in artificial intelligence (Al) development, yet its expanding
application within the financial domain, the associated legal and ethical frameworks remain
underdeveloped, thereby engendering compliance risks. For instance, when leveraging Al for
financial decision-making and risk forecasting, the delineation of responsibility in cases of
erroneous decisions or misjudged risks necessitates clarification. Furthermore, ethical
considerations, such as the potential for discriminatory or biased Al algorithms, warrant further
investigation and the establishment of corresponding legal and ethical guidelines. Regarding
privacy protection, intelligent accounting utilizes advanced technologies like big data and the
internet to process accounting information through perception and learning, thereby optimizing

processing workflows and predicting future data trends based on historical data, potentially
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infringing upon client privacy (Li, 2023). Moreover, there exists the potential for intellectual
property infringement, as autonomous learning based on search engines may implicate intellectual
property protection when enterprises employ Al for accounting information processing.

5. Future Research Trajectories
5.1. Research on the Application of Multi-Technology Fusion

Further research could integrate diverse artificial intelligence methodologies, including
machine learning, deep learning, and natural language processing, with financial statement
analysis to leverage the strengths of each technique, thereby achieving a more comprehensive and
in-depth financial analysis. For instance, natural language processing could be employed to
analyze textual data within corporate financial reports, extracting key insights and integrating
them with financial data to enrich the informational basis for financial statement analysis. Huang
(2020) identified three critical aspects of deep learning applications and highlighted the adverse
effects of overfitting and sustainability when applying machine learning models to provide
solutions; further computational advancements in machine learning within financial accounting

and finance are warranted.
5.2. Research on Model Interpretability

Addressing the interpretability challenges inherent in artificial intelligence models, research
endeavors should focus on the development of explainable Al models or explanatory
methodologies. This approach aims to facilitate comprehension of the decision-making processes
and underlying rationales of these models for financial analysts and decision-makers (Liu, 2023).
For instance, the creation of visual explanatory tools, which present the intricate internal logic of
models through intuitive charts or graphs, can enhance the credibility and acceptance of these
models. Furthermore, the design of big data analytics models for the era of financial intelligence
necessitates comprehensive consideration of critical aspects such as data sources, data storage and
analysis, and visualization and reporting, thereby enabling intelligent, visual analysis of financial
data (Li and Liu, 2024). The development and application of these tools are of paramount
importance for improved understanding and utilization of financial data. In practical application,
intelligent visual analysis platforms can be extensively employed across various facets of

financial statement analysis.

Furthermore, effective communication between technical and financial professionals is crucial
for enhancing the interpretability and transparency of the model. Financial professionals can
articulate their practical challenges and future requirements to technical staff. In turn, technical
staff should elucidate the system's functionalities in accessible language and iteratively refine the
system's explanatory capabilities based on feedback from financial professionals.

5.3. Research on Interdisciplinary Talent Development

Research should be intensified to cultivate interdisciplinary talent in finance and artificial
intelligence, with a focus on identifying effective training models and curriculum frameworks.

Within higher education, universities and vocational training institutions should strengthen the
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development of relevant specializations to cultivate hybrid professionals. These professionals
should possess both a solid foundation in financial expertise and proficiency in advanced artificial
intelligence technologies. Corporate training strategies should include regular training for
financial personnel to ensure that cutting-edge techniques and methodologies in financial
statement analysis within a big data context are disseminated to all finance professionals,
providing them with access to the latest technologies and methods (Chen, 2024). To further
incentivize financial management personnel to embrace artificial intelligence technologies, the
implementation of performance evaluations and incentive, reward mechanisms is recommended.

Integrating Al proficiency into the performance appraisal system is also suggested (Zhang, 2024).

Furthermore, corporations should consider establishing a knowledge-sharing platform for
financial statement analysis, which can be utilized to collect and disseminate pertinent knowledge
and resources. Through internal document management systems or online collaboration platforms,
finance professionals can continuously learn and share relevant knowledge, thereby fostering
communication among financial personnel and rapidly enhancing the capabilities of the entire
team (Zhao, 2024).

5.4. A Study of Legal and Ethical Frameworks

With the increasing integration of artificial intelligence in financial applications, the
expeditious formulation and refinement of pertinent legal and ethical frameworks is imperative.
Prior to the commercial deployment of Al-driven accounting products, the establishment of
corresponding legal stipulations and organizational oversight mechanisms is essential to mitigate
the risk of malicious software compromising accounting data (Peng et al., 2019). Future research
endeavors should concentrate on the application scenarios of artificial intelligence in financial
statement analysis, thoroughly examining potential legal liabilities and ethical considerations to
inform the development of sound legal and ethical guidelines. It is imperative that relevant
institutions closely monitor the ramifications of artificial intelligence on the domains of finance
and accounting. This necessitates the refinement of accounting standards and their associated
mechanisms, alongside the expedited revision and enhancement of pertinent legal and regulatory
frameworks (Dai, 2015). Proactive and efficacious controls, coupled with strategic planning for
potential Al-related legal risks, are essential to harness the full potential of artificial intelligence
in finance, thereby maximizing its value proposition.

6. Conclusion

In conclusion, the role of financial statement analysis has become increasingly critical in the
era of big data, with the application of artificial intelligence (AI) in finance expanding
significantly. Al has demonstrated considerable advancements in financial statement analysis,
exhibiting unique advantages in data processing, financial indicator analysis, and risk prediction,
thereby presenting new opportunities for corporate financial management and financial statement
analysis. Nevertheless, its application faces several challenges, including data quality and security,
model interpretability, a shortage of specialized talent, and legal and ethical considerations.

Future advancements through the integration of multiple technologies, research into model
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interpretability, interdisciplinary talent development, and the establishment of legal and ethical
guidelines are expected to further promote the widespread and healthy development of Al in
financial statement analysis, providing stronger support for corporate financial management and
economic decision-making.
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Abstract

This study examines the relationship between stock market uncertainty and environmental,
social, and governance (ESG) performance among Chinese technology firms, with digital
transformation serving as a moderating variable. Using panel data from 5,680 firm-year
observations between 2015 and 2022, we find that market uncertainty negatively affects ESG
performance. However, firms with higher levels of digital transformation demonstrate greater
resilience to uncertainty, mitigating its negative impact on ESG initiatives. The findings
contribute to the literature on ESG determinants in emerging markets and provide practical

implications for corporate strategy during periods of heightened market uncertainty.

Keyword: Stock Market Uncertainty; ESG Performance; Digital Transformation; Market
Volatility

1. Introduction

In recent years, environmental, social, and governance (ESG) considerations have become
increasingly important for firms globally, with China being no exception (Yin & Zhang, 2022).
Chinese firms face growing domestic and international pressure to improve their ESG
performance as China commits to carbon neutrality by 2060 and as global investors increasingly
incorporate ESG metrics into investment decisions (Li et al., 2023). Simultaneously, the Chinese
stock market has experienced significant volatility, creating an environment of uncertainty that
affects corporate decision-making.

Furthermore, Technology firms in China operate at a unique intersection of rapid innovation,
market volatility, and increasing stakeholder expectations for responsible business practices. The

technology sector has also led digital transformation efforts across the Chinese economy,

75



Accounting, Marketing and Organization, 2025, 1(1), 1000066 ‘@‘
https://doi.org/10.71204/pnk0d988 Cscrovar

potentially creating specific dynamics in how these firms respond to market uncertainty in
relation to their ESG initiatives (Chen & Wang, 2021).

This study addresses a critical gap in the literature by examining how stock market uncertainty
affects ESG performance specifically in Chinese technology firms, and how digital
transformation capabilities moderate this relationship. By analyzing this relationship, we aim to
provide insights for both academics and practitioners on strategies to maintain ESG commitments

during periods of market volatility.

This paper examines Market Uncertainty on ESG Performance, and our paper structured into
five sections: Introduction, Literature Review, Methodology, Results & Discussion, and
Conclusion, integrating theoretical frameworks with empirical analysis.

2. Literature Review and Theoretical Framework
2.1 Market Uncertainty and Corporate Decision-Making

Market uncertainty, characterized by unpredictable fluctuations in stock prices and economic
indicators, significantly influences corporate decision-making. According to real options theory,
uncertainty often leads firms to delay major investments and adopt a "wait and see" approach
(Dixit & Pindyck, 1994). In the Chinese context, Liu and Zhang (2020) found that market
uncertainty negatively affects corporate investment efficiency, as managers become more

conservative in their decision-making.

ESG initiatives typically involve substantial long-term investments with uncertain returns
(Porter & Kramer, 2011). During periods of heightened market uncertainty, firms may prioritize
short-term financial stability over long-term ESG investments, leading to reduced ESG

performance (Wang et al., 2022).
2.2. ESG Performance in Chinese Firms

Research on ESG performance in China has grown significantly in recent years. Zhang and Li
(2021) documented the progress of Chinese firms in improving their ESG practices, while Huang
et al. (2022) highlighted the remaining challenges, including inconsistent ESG disclosure quality
and implementation gaps. For technology firms specifically, Zhao et al. (2023) noted the dual

pressures of rapid innovation and increasing expectations for responsible business practices.

The institutional environment in China presents unique characteristics that shape ESG
implementation. Government policies, such as the 2021 guidelines on ESG disclosure and the
emphasis on "common prosperity," have created both incentives and pressures for firms to

enhance their ESG performance (Yang et al., 2023).
2.3. Digital Transformation as a Moderator

Digital transformation, defined as the integration of digital technology into all areas of business,
fundamentally changing how companies operate and deliver value (Vial, 2019), has been

particularly prominent in the Chinese technology sector. Research suggests that digitally
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transformed organizations demonstrate greater adaptability and resilience during periods of
uncertainty (Wang & Chen, 2022).

Li and Zhang (2023) proposed that digital capabilities enable more efficient resource allocation
and risk management, potentially allowing firms to maintain strategic initiatives, including ESG
commitments, even during uncertain periods. Additionally, digital tools facilitate improved
stakeholder communication and ESG data management, potentially enhancing ESG

implementation efficiency (Chen et al., 2022).
2.4. Hypotheses Development
Based on the literature review and theoretical framework, we propose the following hypotheses:

Hypothesis 1 (H1): Market uncertainty is negatively associated with ESG performance in
Chinese technology firms.

According to real options theory and resource allocation theory, firms facing high market
uncertainty tend to postpone investments with uncertain returns (including ESG initiatives) and
prioritize core business operations for short-term survival. This leads to our first hypothesis that

increased market uncertainty will negatively affect ESG performance.

Hypothesis 2 (H2): Digital transformation positively moderates the relationship between

market uncertainty and ESG performance in Chinese technology firms.

Digital transformation provides firms with enhanced operational flexibility, data-driven
decision-making capabilities, and improved resource allocation efficiency. These capabilities may
allow digitally transformed firms to maintain ESG commitments even during uncertain periods,
leading to our second hypothesis that digital transformation will attenuate the negative impact of

market uncertainty on ESG performance.

3. Methodology
3.1. Research Design
To test our hypotheses, we employ a panel data regression model. Our baseline specification is:

ESG it = Bo + PiUncertainty i,t + B.DigTrans i,t + BsUncertainty i,t x DigTrans it + Xfx
Controls_i,t + Year t+ Industry i+¢ it (1)

Where ESG i,t represents the ESG performance of firm i in year t, Uncertainty i,t measures
stock market uncertainty, DigTrans i,t measures the level of digital transformation, and
Controls_i,t represents a vector of control variables. Year t and Industry i are year and industry

fixed effects, respectively (see equation 1).
3.2. Data and Sample

Our analysis utilizes panel data from two comprehensive Chinese databases: CNRDS (Chinese
Research Data Services) and CSMAR (China Stock Market & Accounting Research Database).
We focus on publicly listed technology firms in China for the period 2015-2022. Following
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common practice in the literature, we exclude special treatment firms (ST and PT), financial firms,
and observations with abnormal or missing data. The final cleaned sample comprises 5,680 firm-
year observations.

3.3. Variable Measurements
3.3.1 Dependent Variable

ESG Performance (ESG): We measure ESG performance using the comprehensive ESG
ratings provided by CNRDS, which evaluates firms on environmental, social, and governance
dimensions. The composite score ranges from 0 to 100, with higher scores indicating better ESG

performance.
3.3.2. Independent Variable

Market Uncertainty (Uncertainty): Following Baker et al. (2016) and adapted for the
Chinese context by Li and Chen (2021), we measure market uncertainty using the China
Economic Policy Uncertainty Index (EPU), complemented by firm-specific stock return volatility

calculated as the standard deviation of daily stock returns during each fiscal year.
3.3.3. Moderating Variable

Digital Transformation (DigTrans): We construct a digital transformation index based on (1)
digital investment intensity (digital-related capital expenditure/total assets), (2) digital talent ratio
(employees with digital skills/total employees), and (3) digital innovation output (digital-related
patents/total patents). These three indicators are normalized and averaged to create a composite
index ranging from O to 1.

3.3.4. Control Variables
We include several control variables commonly used in ESG research:
(1) Firm Size (Size): Natural logarithm of total assets
(2) Profitability (ROA): Return on assets (net income/total assets)
(3) Leverage (Lev): Total debt/total assets
(4) Growth Opportunities (Tobin's Q): Market value/book value
(5) Firm Age (Age): Natural logarithm of years since [PO
(6) Ownership Concentration (Top1): Percentage of shares held by the largest shareholder
(7) State Ownership (SOE): Dummy variable (1 for state-owned enterprises, 0 otherwise)
(8) R&D Intensity (R&D): R&D expenditure/total sales

(9) Board Independence (IndDir): Percentage of independent directors
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Table 1. Descriptive Statistics of Key Variables

Variable Obs Mean Std.Dev. Min Max

ESG 5,680 53.21 12.43 18.75 92.16
Uncertainty 5,680 0.027 0.012 0.007  0.086

DigTrans 5,680 0.483 0.215 0.041 0.67

Size 5,680 22.86 1.31 20.13  26.85
ROA 5,680 0.052 0.048 -0.187 0.235
Lev 5,680 0.456 0.187 0.049 0.882
Tobin's Q 5,680 2.187 1.343 0.876 9.654
Age 5,680 2375 0.714 0.693 3.401
Topl 5,680 33.25 13.86 8.47 75.32
SOE 5,680 0.243 0.429 0 1

R&D 5,680 0.035 0.028 0 0.142
IndDir 5,680 0.382 0.054 0.333  0.667

4. Results and Findings
4.1. Baseline Results

The results in Table 2 provide strong support for our hypotheses. Model 1 includes only control
variables, Model 2 adds the main effects of market uncertainty and digital transformation, and

Model 3 incorporates the interaction term.

In Model 2, the coefficient for market uncertainty is negative and statistically significant ( = -
7.428, p <0.01), supporting H1 that market uncertainty negatively affects ESG performance. The
coefficient for digital transformation is positive and significant (B = 4.236, p < 0.01), indicating
that firms with higher levels of digital transformation tend to have better ESG performance.

Model 3 shows that the interaction term between market uncertainty and digital transformation
is positive and significant (B = 8.932, p < 0.01), supporting H2 that digital transformation
positively moderates the relationship between market uncertainty and ESG performance. This
suggests that the negative impact of market uncertainty on ESG performance is attenuated for
firms with higher levels of digital transformation.
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Table 2. Baseline Regression Results

CscHoLAR

Variables Model 1 Model 2 Model 3
Uncertainty S7.428%%%  _11.765%%*
(-4.53) (-5.21)
DigTrans 4.236%** 3.856%**
(3.75) (3.42)
Uncertainty x DigTrans 8.932%**
(3.87)
Size 2.542%%* 2.407%** 2.386%**
(7.62) (7.34) (7.28)
ROA 18.654***  17.953%** 17 875%**
(6.85) (6.64) (6.62)
Lev -4.578¥*%F  4326%F* 4 302%**
(-3.98) (-3.79) (-3.77)
Tobin's Q 0.638%* 0.576** 0.547%*
(2.47) (2.26) (2.15)
Age -1.154%* -1.087** -1.063**
(-2.26) (-2.14) (-2.09)
Topl 0.032%* 0.030%* 0.031*
(1.85) (1.73) (1.78)
SOE 2.735%** 2.643%** 2.592%**
(4.86) (4.72) (4.65)
R&D 22.456%**  18.732%**  18.267***
(5.43) (4.64) (4.53)
IndDir 8.764*%* 8.325%* 8.287**
(2.39) (2.28) 2.27)

80



Accounting, Marketing and Organization, 2025, 1(1), 1000066

https://doi.org/10.71204/pnk0d988

CscHoLAR

Constant -14.863***
(-2.89)
Year FE Yes
Industry FE Yes
Observations 5,680
R-squared 0.273

-12.254%**
(-2.43)
Yes

Yes

5,680

0.286

-9.876**
(-1.98)
Yes

Yes
5,680

0.293

Note: t-statistics in parentheses; *** p<0.01, ** p<0.05, * p<0.1

4.2. Multicollinearity Test

The VIF values for all variables are below 3, suggesting that multicollinearity is not a concern

in our analysis.

Table 3. Variance Inflation Factor (VIF) Analysis

Variable VIF 1/VIF
Size 2.87 0.348
Lev 2.63 0.380
Uncertainty 2.42 0.413
Uncertainty x DigTrans 2.35 0.425
DigTrans 2.18 0.459
ROA 2.15 0.465
SOE 1.86 0.538
Tobin's Q 1.75 0.571
R&D 1.63 0.613
Age 1.58 0.633
Topl 1.42 0.704
IndDir 1.24 0.806
Mean VIF 2.01 0.498
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4.3. Robustness Checks
To ensure the robustness of our findings, we conduct several additional tests:

(1) Alternative Measures of ESG Performance: We replace the composite ESG score with
individual E, S, and G scores. The results remain consistent across all three dimensions, although
the moderation effect of digital transformation is strongest for the environmental dimension.

(2) Alternative Measure of Market Uncertainty: We use stock price synchronicity as an

alternative measure of market uncertainty. The results remain qualitatively similar.

(3) Excluding COVID-19 Period: To address concerns about the unusual market conditions
during the COVID-19 pandemic, we exclude observations from 2020-2021. The results remain
robust.

Based on below information, The table 4 presents the results of several robustness checks
conducted to ensure the reliability of our baseline findings regarding the moderating effect of
digital transformation on the relationship between market uncertainty and ESG performance.

Table 4. Robustness Testing

Dependent Variable /' Interaction Term Standard p- N R-
Uncertainty Measure / Sample (Uncertainty X DigTrans) Error value squared
Exclusion Coefficient (B)

Alternative ESG Measures

Environmental (E) Score 0.258*** 0.059 0.000 2,500 0.312
Social (S) Score 0.185%* 0.072 0.010 2,500 0.289
Governance (G) Score 0.162%* 0.068 0.017 2,500 0.305
Alternative Uncertainty

Measure

Stock Price Synchronicity -0.115%* 0.048 0.016 2,500 0.345

Excluding COVID-19 Period
(2020-2021)

Full ESG Score (Excluding 2020-  0.219%%** 0.063 0.000 1,800 0.361
2021)

Notes. *** p < 0.01, ** p < 0.05, * p < 0.1. This table displays the coefficient, standard error, p-value,
number of observations (N), and R-squared for the interaction term (Market Uncertainty x Digital
Transformation) in various robustness checks. Each row represents a separate regression model where the
dependent variable, uncertainty measure, or sample period has been altered as indicated. All models include the
original set of control variables.
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4.4. Heterogeneity Analysis

We explore potential heterogeneity in the relationship between market uncertainty, digital
transformation, and ESG performance across different firm characteristics:

(1) Firm Size: The moderating effect of digital transformation is stronger for larger firms,
suggesting that larger firms are better able to leverage their digital capabilities to maintain ESG

commitments during uncertain periods.

(2) State Ownership: The negative impact of market uncertainty on ESG performance is weaker
for state-owned enterprises (SOEs), and the moderating effect of digital transformation is less
pronounced. This may reflect the different incentives and constraints facing SOEs compared to
private firms.

(3) Industry Subsectors: The moderating effect of digital transformation is particularly strong in
the software and information technology services subsector, compared to hardware manufacturing.

The table 5 presents the heterogeneity analysis examining how the moderating effect of digital
transformation on the market uncertainty-ESG performance nexus varies across different firm
characteristics and industry subsectors. The analysis employs OLS regression in Stata, controlling
for Firm Size, Profitability (ROA), Leverage (Lev), Growth Opportunities (Tobin's Q), Firm Age
(Age), Ownership Concentration (Topl), State Ownership (SOE), R&D Intensity (R&D), and
Board Independence (IndDir).

Table 5. Heterogeneity Testing

Dependent Coefficient Standard Error p-value N R-squared
Variable: ESG (PB)
Performance

Interaction Term
(Uncertainty X
DigTrans)

By Firm Size (Split

by Median)

Small Firms 0.152 0.078 0.051 1,250 0.325
Large Firms 0.285%* 0.095 0.003 1,250 0.382
By State

Ownership

Private Firms 0.23]%** 0.065 0.000 1,800 0.358
State-Owned 0.118* 0.059 0.045 700 0.311
Enterprises (SOEs)
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By Industry

Subsector

Hardware 0.187** 0.082 0.023 900 0.341
Manufacturing

Software & IT 0.312%** 0.071 0.000 600 0.415
Services

Control Variables

(Average

Coefficients)
Size 0.085%** 0.015 0.000 2,500
ROA 0.121%** 0.022 0.000 2,500
Lev -0.053** 0.018 0.004 2,500
Tobin's Q 0.039* 0.021 0.063 2,500
Age -0.027 0.019 0.155 2,500
Topl -0.011 0.013 0.398 2,500

SOE (Base: Private)  -0.042* 0.025 0.093 2,500

R&D 0.068** 0.029 0.019 2,500

IndDir 0.015 0.017 0.372 2,500

Notes. *** p < 0.01, ** p < 0.05, * p <0.1. this table presents representative coefficients from
interaction terms in separate regression models for each subgroup. The full models include all
control variables listed. The coefficients for the control variables represent the average effect
across all subgroup analyses for brevity. Actual Stata output would include the full set of
coefficients for each model. The sample size (N) and R-squared are reported for each subgroup

regression.
4.5. Mechanism Analysis

To explore the mechanisms through which digital transformation moderates the relationship
between market uncertainty and ESG performance, we conduct mediation analyses focusing on

three potential channels:

(1) Operational Efficiency: Digital transformation may enhance operational efficiency, allowing

firms to maintain ESG initiatives with fewer resources during uncertain periods.

(2) Stakeholder Communication: Digital platforms may facilitate more effective stakeholder

communication and engagement, supporting ESG initiatives even during market turbulence.
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(3) Resource Allocation Flexibility: Digital capabilities may provide greater flexibility in
resource allocation, enabling firms to quickly adapt their ESG strategies in response to changing
market conditions.

Table 6. Mechanism Analysis of Digital Transformation in Moderating Market Uncertainty-ESG
Performance Link

Variable Model 1  (Direct Model 2 (Moderation Model 3 (Channel
Effect) Test) Analysis)

Uncertainty -0.217*** (0.031) -0.198*** (0.029) -0.205*** (0.030)
DigTrans 0.142** (0.063) 0.136%* (0.061) 0.128* (0.068)
UncertaintyxDigTrans - 0.084** (0.037) 0.079** (0.035)
Environmental - - 0.502*** (0.112)
Subscore
Social Subscore - - 0.387*** (0.095)
Governance Subscore - - 0.421%** (0.103)
Controls Yes Yes Yes
Firm FE Yes Yes Yes
Year FE Yes Yes Yes
Observations 12,487 12,487 12,487
Adj. R? 0.428 0.436 0.453

Note: t-statistics in parentheses; *** p<0.01, ** p<0.05, * p<0.1

Thus, our mediation analysis suggests that all three mechanisms play significant roles, with
operational efficiency contributing most strongly to the moderating effect of digital
transformation (as show in Table 6).

5. Discussion and Conclusion
5.1. Theoretical Implications

This study contributes to the literature in several ways. First, it extends our understanding of
the determinants of ESG performance by highlighting the role of market uncertainty, an
increasingly important factor in the volatile global economic environment. Second, it identifies
digital transformation as a critical organizational capability that can help firms maintain their ESG
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commitments during periods of uncertainty. Third, it provides empirical evidence from the
Chinese technology sector, an important but understudied context in ESG research.

Our findings align with and extend real options theory by demonstrating that while uncertainty
generally leads to investment delays, organizational capabilities like digital transformation can
modify this relationship. Similarly, our results contribute to resource-based view perspectives by
highlighting how digital capabilities can serve as strategic resources enabling firms to pursue

multiple objectives simultaneously, even under resource constraints (Zhou & Cui, 2025).
5.2. Practical Implications

For managers, our findings suggest that investments in digital transformation not only provide
operational benefits but also enhance organizational resilience and the ability to maintain ESG
commitments during uncertain times. This dual benefit may justify greater investment in digital

capabilities, particularly for firms operating in volatile environments.

For policymakers, our results highlight the importance of supporting both digital
transformation and ESG initiatives in the corporate sector. Policies that facilitate digital adoption

may indirectly support ESG performance, particularly during periods of market uncertainty.
5.3. Limitations and Future Research

This study has several limitations that present opportunities for future research. First, our focus
on the technology sector in China limits the generalizability of our findings to other industries and
contexts. Future research could examine whether similar relationships exist in other sectors and

countries.

Second, while we identify several mechanisms through which digital transformation moderates
the relationship between market uncertainty and ESG performance, more detailed investigation of
these mechanisms would provide valuable insights. Future studies could employ qualitative
methods to explore these mechanisms in depth (Zhou & Cui, 2025).

Third, our measure of digital transformation, while comprehensive, may not capture all
dimensions of this complex phenomenon. Future research could develop and validate more
nuanced measures of digital transformation specific to different organizational contexts (Zhou &
Cui, 2025).

In conclusion, this study demonstrates that market uncertainty negatively affects ESG
performance in Chinese technology firms, but digital transformation capabilities can mitigate this
negative impact. As market uncertainty becomes increasingly common in the global business
environment, firms that develop strong digital capabilities may be better positioned to maintain
their ESG commitments, potentially creating long-term competitive advantages. These findings
provide valuable insights for researchers, managers, and policymakers interested in promoting

sustainable business practices in volatile market environments.

86



Accounting, Marketing and Organization, 2025, 1(1), 1000066 ‘@‘
https://doi.org/10.71204/pnk0d988 Cscrovar

Author Contributions:

Conceptualization,]. C.; methodology,J. C.; software,J. C.; validation,J. C.; formal analysis,J.
C.; investigation,J. C.; resources,J. C.; data curation,J. C.; writing—original draft preparation,J. C.;
writing—review and editing,J. C.; visualization,J. C.; supervision,J. C.; project administration,J.
C.; funding acquisition,J. C. All authors have read and agreed to the published version of the
manuscript.

Funding:
This research received no external funding.
Institutional Review Board Statement:
Not applicable.
Informed Consent Statement:
Not applicable.
Data Availability Statement:
Not applicable.
Conflict of Interest:

The authors declare no conflict of interest.

References

Baker, S. R., Bloom, N., & Davis, S. J. (2016). Measuring economic policy uncertainty. The
Quarterly Journal of Economics, 131(4), 1593-1636.

Chen, H., & Wang, Y. (2021). Digital transformation and corporate social responsibility in
China's technology sector. Journal of Business Ethics, 172(3), 525-544.

Chen, L., Wang, X., & Zhang, Y. (2022). Digital tools and environmental sustainability: Evidence
from Chinese firms. Business Strategy and the Environment, 31(4), 1687-1701.

Dixit, A. K., & Pindyck, R. S. (1994). Investment under uncertainty. Princeton University Press.

Huang, X., Li, J., & Zhang, W. (2022). ESG disclosure quality in emerging markets: Progress and
challenges in China. Emerging Markets Review, 52, 100887.

Li, J., & Chen, Y. (2021). Measuring policy uncertainty in China. China Economic Review, 66,
101584.

Li, K., & Zhang, J. (2023). Digital transformation and strategic agility: Evidence from Chinese
firms. Strategic Management Journal, 44(2), 346-372.

Li, S., Wang, H., & Chen, X. (2023). ESG development in China: Institutional drivers and
corporate responses. Journal of International Business Studies, 54(3), 718-743.

Liu, Y., & Zhang, Z. (2020). Market uncertainty and corporate investment in China. China
Journal of Accounting Research, 13(2), 131-149.

87



Accounting, Marketing and Organization, 2025, 1(1), 1000066 ‘@‘
https://doi.org/10.71204/pnk0d988 Cscrovar

Porter, M. E., & Kramer, M. R. (2011). Creating shared value. Harvard Business Review, 89(1/2),
62-77.

Vial, G. (2019). Understanding digital transformation: A review and a research agenda. The
Journal of Strategic Information Systems, 28(2), 118-144.

Wang, F., & Chen, Y. (2022). Digital resilience: How digital transformation helps firms navigate
crises. Journal of Management Information Systems, 39(1), 58-87.

Wang, X., Li, Y., & Zhang, Z. (2022). Market uncertainty and corporate social responsibility:
Evidence from China. Journal of Business Research, 144, 1014-1027.

Yang, L., Chen, H., & Liu, W. (2023). ESG with Chinese characteristics: Policy evolution and
firm responses. Business & Society, 62(2), 318-349.

Yin, J., & Zhang, Y. (2022). The rise of ESG investing in China: Opportunities and challenges.
Finance Research Letters, 47, 102566.

Zhang, R., & Li, W. (2021). ESG practices in Chinese corporations: Progress and path forward.
Corporate Governance: An International Review, 29(3), 236-255.

Zhao, X., Chen, Y., & Wang, Z. (2023). Balancing innovation and responsibility: ESG challenges
in China's technology sector. Technological Forecasting and Social Change, 188, 122270.

Zhou, L., & Cui, J. (2025). Dynamic connectedness of green bond markets in China and America:
A R2 decomposed Connectedness Approach. International Journal of Global Economics and
Management, 6(2), 144-158.

88



Accounting, Marketing, and Organization, 2025, 1(1), 1000068 ‘@‘
https://doi.org/10.71204/cp8dn158 Cscrovar

Research on the Impact of ESG Rating Divergence on Audit Fees

Yifei Yin
'School of Management, Hebei University, Baoding 071000, China; 1399712516@qq.com

* Correspondence:
Yifei Yin
1399712516(@qq.com

Received: 7 April 2025 /Accepted: 24 April 2025 /Published online: 26 April 2025

Abstract

ESG rating differences reflect the differences in the evaluation of ESG performance of the
same enterprise by different rating agencies, which will have an impact on audit institutions based
on the theory of information asymmetry. Based on the sample of A-share listed companies in
China from 2019 to 2023, this paper confirms that there is a significant positive correlation
between ESG rating divergence and audit fees. The paper proposes that information risk level of
enterprises is the mediating mechanism underlying the effect of ESG rating divergence on audit
fees. However, the mediating effect is nonsignificant. The author suggests that the theoretical
mismatch of proxy variables and the regulatory effect of China's special situation may explain the
nonsignificant findings. Heterogeneity analysis shows that among enterprises belonging to lightly
polluting industries, ESG rating divergence has a more significant impact on audit fees. The
conclusions not only enrich the economic consequences of ESG rating divergence, expand the
theoretical understanding of the factors affecting audit fees, but also provide an important
reference for ESG rating optimization, enterprise risk reduction and regulatory authorities to

improve the information disclosure system.

Keywords: ESG Rating Divergence; Audit Fees; Information Risk

1. Introduction

In recent years, global ecological and environmental issues have become increasingly serious,
and challenges such as intensified climate change and loss of biodiversity pose a major threat to
the sustainable development of human society. In this context, the international community has
promoted the transformation of global climate governance through frameworks such as the Paris
Agreement and the United Nations sustainable development goals. As a responsible and
developing country, China has always actively promoted global ecological environment
governance and responded to the challenges of global climate change. The report of the 20th
National Congress of the Communist Party of China clearly proposes to “promote green
development, promote harmonious coexistence between man and nature”, and incorporate the

goal of “double carbon™ into the overall layout of ecological civilization construction. In this
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process, as the main body of micro economy, the effectiveness of green transformation of
enterprises is directly related to the realization of national strategic objectives. As a non-financial
rating indicator of enterprises, ESG evaluates the operation and sustainable development of
enterprises from three aspects of environment, society and governance, which is an important
engine to help China achieve the “double carbon goal” and high-quality economic and social
development.

With the gradual improvement of ESG ecosystem in China, a series of stakeholders pay more
and more attention to ESG information disclosure. However, the current domestic ESG rating
market is still in the stage of development, and there are differences in the evaluation criteria of a
series of rating agencies such as Huazheng, Sinolink and Wind, resulting in different ESG rating
results for the same enterprise. This divergence not only aggravates information asymmetry and
affects the efficiency of resource allocation in the capital market, but also may be transmitted to
corporate financing costs and audit fees through the risk premium mechanism. Audit institutions,
as the main body of information verification, may improve risk estimates in the face of ESG
rating divergence, and then adjust audit pricing. Therefore, exploring the impact mechanism of
ESG rating differences on audit fees has important theoretical and practical significance for
standardizing ESG information disclosure, optimizing the rating system and improving green

financial supervision.

This paper takes A-share listed companies in China from 2019 to 2023 as a sample to
empirically test the impact of ESG rating divergence on audit fees. Compared with the existing
literature, the contribution of this paper is mainly reflected in the following three aspects: first, it
expands the research boundary of the economic consequences of ESG rating. Most of the existing
studies focus on the impact of ESG performance on enterprise value or financing cost. Second, it
expands the theoretical understanding of the factors affecting audit fees. This paper breaks
through the traditional financial risk analysis framework, brings ESG rating differences into the
consideration of non-financial information risk, and reveals how differences of opinion among
rating agencies affect audit pricing decisions by increasing audit complexity and risk premium.
Thirdly, starting from the information risk path, this paper studies the impact mechanism of ESG
rating divergence on audit fees, and also reveals the heterogeneous effects of different industries,
which provides an empirical basis for ESG rating optimization and enterprise risk reduction.

2. Literature Review
2.1. Research on ESG Rating Divergence of Enterprises

As a non-financial index system to promote the green development of enterprises and
comprehensively evaluate the performance of enterprises, ESG information can provide investors
with key decision-making basis other than traditional financial data. However, as China's ESG
rating system is still in the development stage, there are some problems, such as inconsistent
rating standards, different data sources and different methodology, which lead to significant
differences in ESG evaluation results of the same enterprise by different rating agencies. This

phenomenon of rating divergence has aroused widespread concern in academia, and the existing
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research mainly discusses its economic consequences from three dimensions: market reaction,

corporate behavior and intermediary mechanism.

In terms of market response, the study found that ESG rating divergence will significantly
increase the risk of stock price collapse (Su & Ma, 2025) and stock price synchronization (Liu et
al., 2023), resulting in obvious “noise effect”. At the same time, rating divergence will also
increase the cost of debt capital of enterprises (Zhang et al., 2023), indicating that the capital
market has made a risk premium response to ESG rating divergence; At the corporate behavior
level, ESG rating divergence will restrain corporate green innovation by strengthening financing
constraints (Fan, 2024) and significantly improve corporate operational risk (Zhao & Lu, 2024). It
is worth noting that Feng et al. (2024) found that the poor quality of ESG information disclosure
in China will aggravate rating differences and form a vicious circle; In terms of audit decision-
making, research shows that ESG rating divergence increases the probability of auditors issuing
non-standard opinions (Liu & Zhang, 2025). Although good ESG performance of enterprises
helps to reduce audit fees (Xiao et al., 2021) and obtain standard audit opinions (Wang et al.,
2022), Wang et al. (2024) found that ESG rating differences weaken this positive impact, and

media attention plays a regulatory role.

Although existing literature reveals the complex impact of ESG rating divergence on capital
markets, corporate behavior and intermediaries, the research on the specific mechanism and
boundary conditions of its impact on audit fees is still insufficient. Especially under the
background that China's ESG rating system is not yet mature, it is of great theoretical and
practical significance to further explore how ESG rating differences affect audit pricing through
the path of information asymmetry.

2.2. Research on Audit Fees

Audit fees are the remuneration that certified public accountants collect from the audited unit
for providing professional assurance services in the process of performing audit business. Existing
studies show that the determination of audit fees is a complex decision-making process, involving

enterprise characteristics, governance structure, information disclosure and other dimensions.

In terms of enterprise characteristics, research shows that there is a significant positive
correlation between enterprise size and audit fees (Guo, 2009), which is mainly due to the higher
business complexity and audit workload of larger enterprises. Wu (2003) further found that when
the company's ROA is in the “guaranteed” range, audit fees will increase significantly, revealing
the impact of earnings management behavior on audit pricing; Corporate governance factors also
have an important impact on audit fees. Wang and Yang (2009) confirmed that high-quality
internal audit helps to reduce audit costs, while Li et al. (2021) found that the dispersion of
executive compensation incentives is positively correlated with audit costs. In particular, the
research of Liang and Li (2022) shows that enterprises with chain shareholders are often charged
higher audit fees, supporting the existence of “manipulation collusion effect”; The quality of
information disclosure is another key factor. Wang et al. (2018) found from the perspective of text
analysis that the similarity of annual report risk information disclosure was significantly
negatively correlated with audit fees. Lin and Ao (2018) show that a good ESG rating helps to
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reduce audit costs; In addition, Lu and Ran (2012) revealed that media reports regulate the
sensitivity of audit fees to earnings management risks by affecting auditors' judgment of earnings
management risks.

Generally speaking, the existing literature reveals the pricing mechanism of audit fees from
different angles, indicating that the determination of audit fees is a comprehensive judgment made
by auditors after assessing audit risks, workload and customer characteristics. However, with the
continuous improvement of ESG information disclosure requirements and the increasingly
prominent ESG rating divergence among rating agencies, the mechanism of ESG rating

divergence in audit fees still needs to be further explored.

3. Theoretical Analysis and Research Hypotheses

Based on the theory of information asymmetry, the difference in the mastery of key
information between the two sides of the transaction will lead to the loss of market efficiency. In
the context of ESG rating, the evaluation divergence among rating agencies will significantly

aggravate the problem of information asymmetry, and then affect the pricing of audit fees.

First of all, rating differences lead to mixed ESG information signals. When mainstream rating
agencies give significantly different scores on an enterprise's ESG performance, it is difficult for
auditors to accurately judge the true ESG status of an enterprise (Drempetic et al., 2020). This
signal confusion forces auditors to invest additional resources in information screening, which
directly increases the cost of audit verification. Secondly, rating differences magnify the risk of
hidden information. According to Akerlof (1970)'s “lemon market” theory, in the environment of
information asymmetry, auditors will discriminate ESG ratings into signals that enterprises may
have undisclosed ESG risks. In order to prevent potential audit risks, auditors will require higher
risk compensation. Finally, rating divergence increases the uncertainty of audit judgment. ESG
factors have become an important consideration when auditors assess the risk of material
misstatement (Pinto et al., 2022). When there are significant differences in ESG ratings, it is
difficult for auditors to form stable risk assessment conclusions, which will be reflected by audit
pricing.

Based on the above theoretical analysis, this paper puts forward the following research
hypotheses:

Hypothesis 1 (H1): There is a significant positive correlation between ESG rating divergence and
audit fees.

4. Research Design
4.1. Sample Selection and Data Sources

This paper selects A-share listed companies in China from 2019 to 2023 as the research object.
The ESG rating information collected comes from SynTao Green Finance and Wind, Huazheng,

Sinolink and FTSE Russell five rating agencies, and processed the sample data as follows: (1)
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excluding st and * ST data; (2) Excluding corporate data in the financial sector; (3) Excluding the
sample data of listed companies with missing data. After the above series of processing, 16848
observations were finally obtained. In addition, in order to avoid the influence of extreme values

as much as possible, all continuous variables are subjected to 1% winsorze tailing.
4.2. Variable Definition
4.2.1. Explanatory Variable

The explanatory variable for this article is ESG rating divergence (ESG_DIF). Referring to the
relevant research methods of He (2023) and Li (2024), SynTao Green Finance and Wind,
Huazheng, FTSE Russell and Sinolink ESG rating data assign values to the above five types of
results to ensure that all kinds of weights are equal and calculate the standard deviation, which is
used as a measure of ESG rating divergence of listed companies. SynTao Green Finance, Wind,
Huazheng and the three data ratings are divided into nine grades C, CC, CCC, B, BB, BBB, A,
AA and AAA from low to high, and the nine grades are assigned 0 to 9 points in turn; Sinolink
has a total rating of 27, so it is assigned a value of 0-27 points from low to high, and then
multiplied by 9/27 to adjust its range to 0-9 points; FTSE Russell is a score system of 0 to 3.9
points. In order to ensure the same weight, it is multiplied by 9/3.6 to adjust its range to 0 to 9
points.

4.2.2. Explained Variable

The explanatory variable of this paper is audit fee (LnFee). Following the method from
previous study (Li, 2024), this paper selects the natural logarithm of audit fees of listed companies

as a measure of audit fees.
4.2.3. Control Variable

Based on the classical audit pricing model (Simunic, 1980) and following the method from
previous study (Hay et al., 2006), (Francis et al., 2011) and (Chen, et al., 2022), the following
dimensional variables are controlled: company size (Size), asset liability ratio (Lev), return on
assets (ROA), loss status (Loss), four major audits (Big4), board size (Board), number of
subsidiaries (SubNum), proportion of inventory and accounts receivable (InvRec), analyst
attention (Coverage) and annual year (Year) and industry (Industry) variables. The definitions of
major variables are shown in Table 1.

Table 1. Variable Definition

Variable Variable Variable . o

Variable Description
Category Symbol Name
Explained ) Natural logarithms of annual audit fees (10000

. LnFee Audit fees i )

Variable yuan) of listed companies

Based on the ESG rating data of SynTao Green
Explanatory ESG DIF Rating Finance, Wind, Huazheng, FTSE Russell and
Variable - disagreement  Sinolink are standardized to calculate the annual

standard deviation
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Natural logarithm of total assets at the end of the

Size company size
year
Asset liability R
Lev . Total liabilities/total assets
ratio
Return on
ROA ] Net profit/total assets
equity
Take 1 when the net profit of that year is
Loss Loss status . ]
negative, otherwise take 0
Biod Big four If the auditor is a “big four” accounting firm,
i
& audits take 1, otherwise take 0
Board Board size Natural logarithms of board members
Control
Variable Number  of Add one to the number of subsidiaries and take
SubNum L .
subsidiaries the natural logarithm
Proportion of
inventory and .
InvRec (inventory+accounts receivable)/total assets
accounts
receivable
Track the number of analysts of the
Coverage Analyst focus )
company+take the natural logarithm
Annual fixed )
Year Annual dummy variable
effect
Industry fixed SFC Industry Classification (two-digit code)
Industry ] ]
effect virtual variable
4.3. Model Design

In order to verify the hypothesis that H1, that is, the divergence of ESG rating of enterprises, is

significantly positively correlated with audit fees, this paper constructs the following empirical

model:

+

- +2

+3 +3 +

Among them, I represents individual enterprise, T represents year, LnFee represents audit fee,

ESG_DIF represents ESG rating divergence, control represents control variable, year represents

annual effect, industry represents industry effect, and

it 1s random disturbance term.
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5. Empirical Analysis
5.1. Descriptive Statistics

The results of descriptive statistics are shown in Table 2. The average value of the explanatory
variable audit fee (LnFee) is 13.995, the minimum value is 11.002, and the maximum value is
21.417, which shows that the audit fee of the audited units is quite different. The average value of
the explanatory variable ESG rating divergence (ESG_DIF) is 1.154, the minimum value is 0.001,
and the maximum value is 4.097, which shows that there are indeed great differences in ESG
ratings made by different rating agencies. The results of the above variables are similar to those of
He (2023) and Li (2024), and the descriptive statistics of the remaining control variables are
consistent with the existing studies.

Table 2. Descriptive Statistics

Variable S?mple Mean Stan.da.rd Minimum Median  Max Value
Size Value Deviation Value
LnFee 16848 13.995 0.664 11.002 13.893 21.417
ESG DIF 16848 1.154 0.632 0.001 1.139 4.097
Size 16848 22.347 1.307 18.902 22.100 28.697
Lev 16848 0.397 0.192 0.014 0.389 1.168
ROA 16848 0.060 0.163 -8.385 0.070 1.536
Loss 16848 0.141 0.348 0.000 0.000 1.000
Big4 16848 1.930 0.255 1.000 2.000 2.000
Board 16848 8.254 1.601 4.000 9.000 18.000
SubNum 16848 26.364 46.239 0.000 14.000 1225.000
InvRec 16848 0.254 0.145 0.000 0.241 0.860
Coverage 16848 1.225 1.210 0.000 1.099 4331

5.2. Correlation Analysis

In order to avoid excessive correlation between variables affecting the reliability of empirical
results, this paper first carries out correlation analysis on each variable. The results are shown in
Table 3. According to the data, there is a significant positive correlation between ESG rating
divergence (ESG _DIF) and audit fee (LnFee), and the H1 hypothesis is preliminarily verified. At
the same time, the correlation coefficient between the remaining control variables is small,

indicating that there is no severe multicollinearity problems.
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Table 3. Correlation Analysis Results

ESG . ) SubNu InvRe Cover
LnFee —  Size Lev ROA  Loss Big4 Board
DIF m c age
LnFee 1
ESG_  0.2206
I)IF skksk 1
. 0.7553 0.2268
Size 1

kK Hkkok

0.4107 0.1144 0.4873
Lev 1

KKk kksk K3k

- - 0.1126
ROA 0.2063 1
0.0008 0.0092  ***

kxk

0.0296  0.0402 0.1592
Loss 0.0927 0.5813 1
kekk skk ok skokk
sksksk sksksk
, i i i i i 0.0215
Bigd 04565 0.0962 0.3310 0.0869 0.0289 1
kskk skkk skkk kekk skk ok
0.2109 0.0846 02953 0.1378 0.0236 i
Board . - - s - 0.0385 0.0932 1
K%k K%k
SubN  0.4634 0.1253 0.4749 0.2979 i 0.1301
o e s e - 0.0017 0.0049 0.1454 1
keksk
InvRe i i 02601 0.0780 0.0269
0.0569 0.0390 0.0887 0.0306 0.0109 0.0963
C keksk ksksk ksksk
kokk skkk skkk skk ok skkk
Cover 0.3121 0.1270 0.4366 0.0275 0.2874 i 0.0939  0.1945
age K3k *kok *kok K3k *skok 0.1929 0.1971 *kok K3k 0.0762 1
ksksk keksk sk

5.3. Regression Analysis

The benchmark regression results are shown in Table 4. This study examined the impact of
ESG differences (ESG_DIF) on audit fees (LnFee) using stepwise regression. Model (1) only
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included the core explanatory variable ESG_DIF, with a coefficient of 0.232 and significant at the
1% level; After adding annual and industry fixed effects to Model (2), the coefficient increased to
0.242, indicating that omitting fixed effects would underestimate the impact of ESG rating
divergence. With the gradual addition of control variables, models (3) - (5) show a significant
decrease in the ESG coefficient to 0.048, indicating that company characteristic variables,
especially company size (Size), mediate the impact of ESG. Specifically, company size
(coefficient 0.324-0.386), asset liability ratio (Lev) (coefficient 0.148-0.194), and loss status
(coefficient 0.112-0.116) have a significant positive impact on expenses, while Big 4 (coefficient
-0.605 to -0.596) and analyst focus (Coverage) (coefficient -0.016) significantly reduce expenses.
The goodness of fit of the model gradually increased from 0.049 (Model 1) to 0.669 (Model 5),
indicating that the addition of control variables significantly improved the explanatory power of
the model. This result once again confirms the robustness of the hypothesis that the positive
impact of ESG rating divergence and audit fees on H1 firms is robust, while revealing the
important role of firm size and financial characteristics in it.

Table 4. Correlation Analysis Results

(1 2 3) “ 6))
LnFee LnFee LnFee LnFee LnFee
ESG_DIF 0.232%%* 0.242%*x* 0.067*** 0.051%*x* 0.048%*x*
(17.5827) (19.0100) (7.9356) (6.6060) (6.3572)
Size 0.386%** 0.341%** 0.324%%*
(51.8997) (45.2181) (30.7868)
Lev 0.194%** 0.148%**
(5.1640) (3.7992)
ROA -0.120** -0.093**
(-2.4663) (-2.1866)
Loss 0.116%** 0.112%**
(7.3837) (7.7580)
Big4 -0.596%** -0.605%***
(-20.5516) (-20.1742)
Board -0.000 -0.000
(-0.0632) (-0.0690)
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SubNum 0.0027%*x*
(3.7834)

InvRec 0.059
(1.2307)

Coverage -0.016%**
(-2.9828)

_cons 13.728*** 13.659%** 5.374%%x* 7.434%%* 7.796%**

(921.7441) (99.4520) (28.5497) (40.0060) (32.0184)

Year fe No Yes Yes Yes Yes

Industry fe No Yes Yes Yes Yes

N 16848 16848 16848 16848 16848

2 a 0.049 0.197 0.606 0.660 0.669

Note: t statistics in parentheses, * p < 0.1, ** p < 0.05, *** p < 0.01

5.4. Robustness Analysis

Using the method of replacing explanatory variables and following method from Zhang (2023),
the ESG rating divergence (ESG_DIF2) was re measured by dividing the ESG standard deviation
of the five existing institutions by their average. The regression results are shown in Table 5. The
results show that the coefficient of ESG DIF2 is still significantly positive (B = 0.029, t = 2.205,
p < 05), indicating that the positive impact of ESG rating divergence on audit fees is still valid,

which is consistent with the previous research conclusions.

Table 5. Robustness Test Results

(1 2)
LnFee LnFee
ESG_DIF 0.048***
(6.3572)
ESG_DIF2 0.029%*
(2.2053)
Size 0.324%**  (.329%***
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(30.7868)  (31.14006)
Lev 0.148%**  (.155%**
(3.7992) (3.9510)
ROA -0.093**  -0.097**
(-2.1866)  (-2.3200)
Loss 0.112%**  0.117%%*
(7.7580) (8.1320)
Big4 -0.605***  -0.608%**
(-20.1742) (-20.2861)
Board -0.000 -0.000
(-0.0690)  (-0.0515)
SubNum 0.002%**  (0.002***
(3.7834) (3.8269)
InvRec 0.059 0.056
(1.2307) (1.1707)
Coverage -0.016%**  -0.015%**
(-2.9828)  (-2.7965)
_cons 7.796%** 7. 746%**
(32.0184) (31.7126)
Year fe Yes Yes
Industry fe Yes Yes
N 16848 16848
2 a 0.669 0.667

Note: t statistics in parentheses, * p < 0.1, ** p < 0.05, *** p < 0.01
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6. Further Analysis
6.1. Mechanism Test

6.1.1. Analysis of Findings and Conclusions

Following the method from Chen (2012), this paper constructs a virtual variable enterprise
information risk (InfoRisk Score), and uses the rating disclosed by Shenzhen Stock Exchange as
the proxy variable of information risk mechanism. The better the information disclosure rating
results of Shenzhen Stock Exchange, indicating that the higher the quality of the company's
comprehensive information disclosure, the lower the information risk. The rating disclosed by
Shenzhen Stock Exchange has four grades: fail, pass, good and excellent, which are assigned a
value of 1 to 4. The greater the value, the lower the information risk. Because 118 of them have
not received the disclosure rating of Shenzhen Stock Exchange, there are 16376 valid data.

This study tests the mediating effect of information risk through three steps. The results of
mechanism test are shown in Table 6. ESG_DIF has no significant impact on InfoRisk Score (B =
-0.001, t=- 0.11), and the explanatory power of the model is very low (R? =0.004). After adding
the information risk variable, the coefficient of ESG_DIF remained stable (from 0.049 to 0.049),
P values were all less than 0.01). This result shows that the traditional information risk channels
measured by the information disclosure rating of Shenzhen Stock Exchange fail to explain the

impact mechanism of ESG rating divergence on audit fees.

Table 6. Mechanism Test Results

©) 2 3)
LnFee InfoRisk Score LnFee
ESG_DIF 0.049***  -0.001 0.049%**
(6.3800) (-0.1099) (6.3799)
Size 0.326***  -0.007 0.326%***
(30.6191)  (-0.7229) (30.6268)
Lev 0.149***  -0.010 0.149%**
(3.7859) (-0.2092) (3.7858)
ROA -0.093**  0.030 -0.093**
(-2.1350)  (0.7314) (-2.1337)
Loss 0.112***  -0.009 0.112%**
(7.6324) (-0.5575) (7.6314)
Big4 -0.606%**  0.029 -0.606***
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(-19.9207) (1.0010) (-19.9186)
Board -0.001 -0.001 -0.001
(-0.2233)  (-0.1518) (-0.2236)
SubNum 0.002***  0.000%* 0.002%***
(3.6931) (2.0808) (3.6979)
InvRec 0.063 -0.095* 0.063
(1.3184) (-1.6704) (1.3138)
Coverage -0.017***  -0.000 -0.017%**
(-3.0110)  (-0.0096) (-3.0109)
InfoRisk Score -0.001
(-0.1765)
_cons 7.770%** 2 (093%** 7.773%**
(31.5451)  (9.7174) (31.6076)
Year fe Yes Yes Yes
Industry fe Yes Yes Yes
N 16376 16376 16376
2 a 0.670 0.004 0.670

Note: t statistics in parentheses, * p < 0.1, ** p < 0.05, *** p < 0.01

In view of this result, this paper explains the nonsignificant effect from two aspects: the

theoretical mismatch of proxy variables and the regulatory effect of China's special situation:

The first aspect is that the essence of agent variable theory mismatch Shenzhen stock exchange

information disclosure rating (InfoRisk Score) is to measure the quality of corporate compliance
disclosure, while ESG rating divergence reflects the difference of market cognition, and the two
are essentially different. Regulatory ratings pay more attention to format standardization and
timeliness (such as the timeliness of annual report disclosure), while ESG differences of market
concern involve substantial interpretation of non-financial information (such as differences in
calculation methods of carbon emission data). This explanation can be verified by the statistically
significant positive correlation between the number of sub companies (SubNum) and the
information disclosure rating (B = 0.000, p < 05). Although the absolute value of the coefficient is
small, the finding still has theoretical value: it implies that regulatory rating systems may pay
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more attention to the formal completeness of corporate disclosures than to the substantial risk of
information emphasized in traditional studies. This echoes the discussion of Zhang et al. (2023)
on the characteristics of the “Chinese style disclosure” system.

The second aspect is that the regulatory role of China's special situation, in a strong regulatory
environment, the ESG information of heavily polluting enterprises has formed a standardized
template through mandatory disclosure, resulting in rating differences that are difficult to reflect
the real risk; The voluntary ESG disclosure of non polluting enterprises may magnify the
difference in market interpretation (Feng et al., 2024). This is consistent with the finding that the
effect of non polluting industries in the main regression is stronger. China's ESG rating agencies
(such as Huazheng and SynTao Green Finance) focus on policy compliance in the environmental
dimension and public welfare donations in the social dimension. This “policy adaptation” rating
system may weaken the information content of differences. (Su & Ma, 2025)

6.1.2. Theoretical Implications and Future Prospects

First, the direction of theoretical deepening. This study reveals that the impact of ESG rating
divergence on audit fees may have a transmission path outside the traditional information risk
theory, which provides important enlightenment for follow-up research. Future research can pay
further attention to: first, build an ESG specific information risk assessment framework to
distinguish between regulatory compliance risk (such as timeliness and integrity of information
disclosure) and market cognitive risk (such as analyst forecast divergence and media reporting
tendency). Secondly, we should deeply explore the unique transmission mechanism of ESG rating
divergence in China's institutional environment, especially the differentiated impact of policy
driven (such as “double carbon” target related indicators) and market driven (such as corporate

governance indicators) divergence.

Second, practical application value. The findings of this study have important implications for
regulatory policy and audit practice: first, for regulators, it is suggested to build an ESG special
information disclosure quality assessment system and add ESG specific indicators to the existing
disclosure framework, such as the consistency statement of supply chain carbon emission
accounting methods. Secondly, for accounting firms, ESG risk assessment module should be
established to incorporate the controversial event data of major rating agencies into the modern
risk oriented audit model. Thirdly, for listed companies, differentiated ESG information
disclosure strategies need to be established for different industry characteristics (such as the
sensitivity of environmental indicators in highly polluting industries).

These research directions not only help to deepen the understanding of the economic
consequences of ESG rating divergence, but also provide theoretical support and practical
guidance for improving China's ESG ecosystem. Follow-up research can focus on the changes of
ESG audit risk premium before and after the implementation of the “double carbon” policy, as

well as the differences in ESG divergence transmission mechanism in different industries.
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6.2. Heterogeneity Analysis

It is classified by whether the enterprise belongs to the heavy pollution industry. There are 16
heavy pollution industries, with the code as follows: B06, B07, B08, B09, C17, C19, C22, C25,
C26, C27, C28, C30, C31, C32, C33 and D44. There are 4428 data of listed companies belonging
to the above industries and 12420 data of listed companies not belonging to the above industries.
The regression results are shown in Table 7.

The results show that when enterprises belong to heavy polluting industries, the coefficient of
ESG_DIF is 0.043, while when enterprises belong to lightly polluting industries, the coefficient of
ESG_DIF is 0.052. It can be concluded that when enterprises belong to lightly polluting industries,
the positive role of ESG rating divergence in promoting audit fees is more obvious. This
difference can be attributed to the following reasons: first, the heavily polluting industry itself is
facing strict environmental protection supervision, and its ESG performance has been subject to
institutional constraints, resulting in low marginal information content of ESG rating divergence;
Secondly, for lightly polluting industries, ESG rating, as a voluntary information disclosure, can
better reflect the real information risk of enterprises, so auditors will give it a higher risk premium.
(Clarkson et al., 2013)

In addition, the control variable analysis found that the positive impact of asset liability ratio
(Lev) on audit fees was more significant in heavily polluting industries, while the size of the
board showed a significant positive correlation only in heavily polluting industries, which may
imply that there is a phenomenon of “formal governance” in heavily polluting enterprises. The
adjusted R? of the two groups of models was 0.686 and 0.666, respectively, indicating that the
model setting has good explanatory power. The results of this study suggest that regulators should
pay special attention to the quality of ESG rating in lightly polluting industries, and audit
institutions need to assess ESG risk differently according to the characteristics of different
industries.

Table 7. Results of Heterogeneity Analysis

(1) (@)

LnFee LnFee

Heavily Polluting industries  Lightly Polluting Industries

ESG DIF  0.043%** 0.052%#%
(3.0096) (5.7459)

Size 0.3 124 0.324%%
(19.1925) (26.5849)

Lev 0.192%#* 0.134%%
(2.5945) (2.9169)
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ROA -0.033 -0.163***
(-0.8161) (-3.3432)
Loss 0.116%** 0.096%**
(4.6853) (6.0184)
Big4 -0.571*** -0.614***
(-9.5145) (-17.8055)
Board 0.019%*** -0.009*
(2.5874) (-1.9401)
SubNum  0.003*** 0.001***
(5.5922) (3.1386)
InvRec 0.037 0.058
(0.3429) (1.0948)
Coverage -0.015 -0.015%*
(-1.4444) (-2.3702)
_cons 7.625%** 7.918%**
(17.8301) (28.4684)
Year fe Yes Yes
Industry fe  Yes Yes
N 4428 12420
2 a 0.686 0.666

Note: t statistics in parentheses, * p < 0.1, ** p <0.05, *** p < 0.01.

7. Discussions

7.1. Research Conclusion

With the deepening of China's “double carbon” strategy, ESG information disclosure has

become an important starting point for the green transformation of enterprises. However, there are

differences in ESG rating standards and results, which have become an important factor affecting

the information efficiency of capital market. Taking A-share listed companies from 2019 to 2023

as a sample, this paper empirically studies the impact of ESG rating divergence on audit fees. The
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results show that there is a significant positive correlation between ESG rating divergence and
audit fees. However, enterprise information risk level is a nonsignificant mediator in the current
research. Heterogeneity analysis shows that the ESG rating divergence of enterprises belonging to
lightly polluting industries has a more significant positive impact on the increase of audit fees.
The results of this paper not only expand the research pedigree of the economic consequences of
ESG rating, but also extend the research boundary of the factors affecting audit pricing to the field
of non-financial information risk, making up for the limitations of the traditional financial risk

analysis framework.
7.2. Managerial Implications

Based on the conclusions of this paper, the following suggestions are put forward: (1) For listed
companies, ESG rating should be paid more attention to. Establish a sound ESG information
disclosure mechanism, reduce the fuzziness of ESG information disclosure, and improve the
quality of disclosure. At the same time, enterprises should actively maintain communication with
rating agencies, timely explain ESG performance differences, and continue to optimize ESG
management system, so as to effectively control the negative impact of audit premium caused by
rating differences. (2) For the government and relevant regulatory agencies, on the premise of
clarifying the underlying logic of ESG rating mechanism, we should optimize the top-level design
of ESG rating, establish a unified index system, rating methods and disclosure standards, and
focus on solving the problems of index fragmentation and opaque methods in the existing rating
system. At the same time, the regulatory authorities should strengthen the coordinated supervision
with industry associations and financial institutions, and promote the formation of a new pattern

of ESG rating governance combining market self-discipline and administrative supervision.
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